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Editorial 

The creation of new scientific knowledge and its communication are inextricably bound together. It is 

not enough that a researcher discovers a new scientific knowledge, it is also essential that his new idea 

is agreed to by other scientists working in the field. Thus the task of invention and its communication, 

the production and dissemination of the results of research go hand in hand. This constitutes the reason 

why the referring system has been introduced to ensure that the individual scientists use suitable and 

trustworthy methods for communicating the work that constitutes his claim to priority. Scientific 

publications have a structural order and not chaotic and thus are ruled by a particular set of norms. The 

constraint imposed on the body of scientific knowledge is that it must have objectivity, emotional 

neutrality, disinterestedness and generality. Science, when thus looked at a social system, can not be 

treated merely as a body of knowledge or a set of methods or techniques but as an organized social 

activity of the scientists who are engaged in extending the body of empirical knowledge. According to 

Storer the relationship among these people who are guided by the scientific norms constitute the social 

characteristics of science. There are other sociologists of Science like Kuhn who are concerned with 

identifying the characteristics of scientific knowledge that bring about change in scientific ideas rather 

than with identifying external influences upon this process. We are thus faced with two opposite views 

about the relation between science and society. One is concerned with the influence of social 

institutions upon the development which follows Mark’s idea and the others stress the view that ideas 

are not entirely affected by material factors and they play an independent role in society. This view is 

in keeping with the Webers idea. It appears that although there is some evidence to support either of 

these ideas, no idealized concept of science and its relation to society can work permanently. This is 

because science is basically a dynamic and creative activity where high emphasis upon inventiveness, 

originality and criticisms are essentially needed. 

The development of scientific communication to the stage of assuming the structure of a scientific 

journal, and the growth of science to the stage of bringing about a scientific revolution appears to be 

correlated in respect of space and time. This can be seen from the fact that the initiation of scientific 

journals, and the sudden rise of scientific activity manifested through the technological revolution, took 

place in Europe in the seventeenth century. Scientific growth represents an accretion of many 

innovations, small or big and in the process of the development authors build upon each other 

contributions. This is reflected in the citation of each other works. Thus the growth of scientific 

knowledge is a kind of diffusion process in which ideas are transmitted from person to person. The 

exponential increase in the number of adopters of new ideas has been explained as a social process. 

When the members of a research area are interacting with each other, there should be a period of 

exponential growth. This is because the probability that scientists who have not previously published in 

the new area will increase in proportion to the number of people who have already adopted it. This 

should be reflected in the growth of the number of publications and the number of new authors 

publishing for the first time. When members of a research area are not interacting with each other and 

with the scientists who have not published in the area, the growth rate should be linear. Scientific 

journals as a formal means of communicating scientific discovery have special functions and 

uniqueness. Publication in journals is going through the process of editing and referring and organized 

skepticism of the community of scientists develops a norm and order. It keeps permanent record of 

original ideas documenting the priority of discovery, evaluating the contributions and comparing the 

relative merits and developments of different fields while treatise and books require that the author 

must complete his work before publication. In a scientific journal every phase of development of a 

grand idea may be published stage by stage enriched by feedback from the fellow scientists. 

M. A. Asgar 
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ABSTRACT 

The distribution of natural and anthropogenic radionuclides in sediments along the Bay of Bengal from 

Sitakunda, Chittagong to Teknaf, Cox’s Bazar was measured by using gamma ray spectroscopy. The activity of 
238U, 232Th and 40K were found to be, on average, 42.6±6.3 Bq.kg-1, 83.4±10.7 Bq.kg-1 and 448.6±20.7 Bq.kg-1, 
respectively. Annual effective outdoor dose to adults in the coastal region of the Bay of Bengal was found 

higher than the world average value of 0.07 mSv. Ratio of the concentration of 232Th to 238U in the sediments of 

this bay was observed to be around 2.0. Anthropogenic radionuclide 137Cs was not observed anywhere in this 
coastal area. 

Keywords: Terrestrial radioactivity, Gamma spectroscopy, Absorbed dose rate, Bay of 

Bengal, Fukushima nuclear accident. 

 

1. INTRODUCTION 

On 11 March 2011, there happened a sever nuclear accident at the Fukushima Daiichi Nuclear 

Power Plant at Fukushima Prefecture, Japan due to the tsunami followed by the Tohoku 9.0-

magnitude earthquake [1]. This accident released a huge amount of radioactivity into the 

environment. Release of radioactive nuclides 
131

I and 
137

Cs was estimated in the range of 100-500 

petabecquerels (PBq) and 6-20 PBq, respectively. A large portion of these release flowed into the 

Pacific Ocean due to wind flow. Tsunami water also caused a release of radioactive material 

directly to the ocean. This direct release was estimated to an amount of 10-50 PBq 
131

I and 3-10 

PBq 
137

Cs [2]. Although Bay of Bengal is far from the Pacific Ocean, one day it will become 

contaminated with the radioactivity released from the Fukushima nuclear disaster. In order to 

assess the contamination due to the Fukushima disaster, it is necessary to measure the 

concentrations and distribution of natural and anthropogenic radionuclides in the sediments of the 

Bay of Bengal before the contamination. 

Naturally soil contains different radioactive nuclides; these are mainly daughter nuclides of  
238

U 

and 
232

Th. Apart from these, 
40

K is a dominant natural radionuclide in soils. Concentration of these 

natural radionuclides varies from place to place [3].  So, the survey of radionuclides in soil and 

sediments has become an interested research area all over the world [4-10]. This study has been 

conducted along the western costal line of the Bay of Bengal, Chittagong Division, Bangladesh. 

This costal line is the meeting place of all the rivers in this region [11]. The largest river in 

Chittagong is the Karnaphuli river and its tributaries e.g., Rainkhiang, Kasalong, Halda and 

Ichamati. Marking the eastern boundary of the port city Chittagong, it flows into the Bay of 
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Bengal at Patenga, Chittagong. Along with the naturally washed-off sand and mud, it carries all 

the industrial and domestic wastes of Chittagong and nearby regions into the Bay of Bengal. Other 

rivers e.g., Sangu, Matamuhuri, and Bakkhali, etc. carry the agricultural and domestic wastes into 

the Bay of Bengal. These wastages may contaminate the sediments of the Bay of Bengal. Another 

potential source of contamination is the ship-breaking industrial area located in the Sitakunda 

coastal area, Kumira, Chittagong. This study provides the data on terrestrial radionuclides in the 

regions along the Bay of Bengal before the sediments get contaminated by the radionuclides 

released from the Fukushima disaster. 

   

2. MATERIALS AND METHODS 

2.1 Sample collection 

Beach of the Bay of Bengal stretched from Sitakunda, Chittagong to Teknaf, Cox’s Bazar was 

chosen as the sampling site. The distance between Sitakunda and Teknaf along the Bay of Bengal 

is about 220 km.  Based on the ease of transportation, sediment samples were collected from 17 

places along this long coastal line. Table-1 shows the location of the sample collection sites. 

Sweeping away all kinds of non-sediment material from each sampling site, sediment samples are 

collected from surface to 5 cm depth by using an iron corer of inner diameter 10 cm. These 

samples were collected during the month of June, 2011. 

 

 
 

Fig 1. Sampling Sites from Sitakunda, Chittagong to Teknaf, Cox’s Bazar. 

Bay of Bengal Teknaf 

Sitakunda 

Shatkhira 
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Table 1: Location of sample collection sites 

 

Sample Id 
Location 

Local Name Latitude Longitude 

Sample-01 Sandwip Ship Ghat, Kumira, 

Sitakunda 

22°30'22.87"N 91°41'51.88"E 

Sample-02 Bhatiari, Chittagong 22°26'31.10"N 91°43'45.06"E 

Sample-03 North Salimpur, Chittagong 22°23'56.44"N 91°44'36.16"E 

Sample-04 Ananda Bazar Beach, North 

Halishahar, Chittagong 

22°18'47.28"N 91°46'02.21"E 

Sample-05 Khejurtola Beach, Katgar, 

Chittagong 

22°15'22.41"N 91°46'38.51"E 

Sample-06 Golden Beach, Katgar, 

Chittagong 

22°14'42.70"N 91°47'03.89"E 

Sample-07 Patenga Sea Beach, Chittagong 22°14'4.51"N 91°47'30.45"E 

Sample-08 Parki Sea Beach, Anwara 22°11'36.10"N 91°48'45.17"E 

Sample-09 North Bahar Chara, Banshkhali 22° 1'37.80"N 91°52'52.94"E 

Sample-10 Northern side of Kutubdia Island, 

Cox’s Bazar 

21°54'47.79"N 91°51'33.13"E 

Sample-11 Southern side of Kutubdia Island, 

Cox’s Bazar 

21°46'35.45"N 91°50'19.30"E 

Sample-12 Soadia Island, Moheskhali, Cox’s 

Bazar 

21°28'47.55"N 91°53'20.72"E 

Sample-13 Laboni Sea Beach, Cox’s Bazar 21°25'36.40"N 91°58'15.62"E 

Sample-14 Himchari Sea Beach, Cox’s Bazar 21°21'17.62"N 92° 1'26.67"E 

Sample-15 Inani Sea Beach, Cox’s Bazar 21° 9'15.85"N 92° 4'00.45"E 

Sample-16 Teknaf Sea Beach, Teknaf 20°50'53.94"N 92°16'15.54"E 

Sample-17 Dakhinpara, Teknaf 20°45'28.51"N 92°19'37.33"E 

 

2.2 Sample preparation  

Sediment samples were prepared by following the standard procedures [12]. Sediment samples 

were dried at first under the sun and then cleaned to remove pebbles, roots and any other non-

sediment impurity. These sun-dried samples are grinded by mortar and pestle in order to bring 

homogeneity in the samples. Then the samples were dried in an electrical oven at a temperature 

100C until the water contents were evaporated. Then the samples were kept in some air-tight 

plastic container for a period of more than one month to ensure the state of secular equilibrium 

among the long lived parent radionuclides (e.g., 
226

Ra in uranium-238 series) and their short lived 

daughter radionuclides (e.g., 
222

Rn in uranium-238 series). Masses of the dried samples were also 

recorded by an electronic balance. 

2.3 Analysis of sediment samples 

A High Purity Germanium (HPGe) detector (IG2020, SN-2251 made by Canberra Industries Inc, 

USA) was used to carry out the gamma spectroscopy of the sediment samples. The measured 
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resolution of the detector was 1.83 keV (FWHM) at gamma ray energy 1332 keV of 
60

Co. 

Calibration and efficiency measurement of the detection system was performed by using the 

standard gamma sources provided by International Atomic Energy Agency (IAEA). Gamma 

emission from each sample was recorded for 20,000 seconds. The gamma spectrum of the 

sediment samples was analyzed by using the software Genie-2000.  

 

2.4 Estimation of activity concentration and radiological hazard parameters 

From the gamma spectrum of each sample, net gamma emission per second (Cnet in Bq) for 

different radionuclides is recorded. Then the activity concentration (A in Bq.kg
-1

) of each 

radionuclide is determined by the unitary method: 

    
    

     
         (1) 

Here, is the efficiency of the emission of a gamma energy from a radionuclide, i is the intensity 

of the emission of that gamma energy and m is the mass of the sediment samples in kg. The 

activity concentration of 
238

U was calculated by averaging the measured activities of 
214

Pb (295.22 

and 351.93 keV lines), and 
214

Bi (609.31, 1120.29 and 1238.11 keV lines). For the estimation of 

the activity of 
232

Th, the measured activities of 
228

Ac (338.32, 911.20 and 968.97 keV lines), 
212

Pb 

(238.63 keV line), 
212

Bi (727.33 keV line), and 
208

Tl (583.19 keV line) were taken into 

consideration. For the activity concentration of radionuclide 
40

K, emission of 1460.8 keV gamma 

was considered. For the estimation of anthropogenic radionuclide 
137

Cs, emission of 661.66 keV 

gamma was observed. The intensities of these gamma emissions were taken from the library 

Nuclide-LARA [13]. 

Activity concentrations of 
238

U, 
232

Th and 
40

K in sediment and soil samples are significantly 

different in different places. So, in order to compare the radiation hazard due to these 

radionuclides in different places, it is customary to assess the outdoor absorbed dose rate (D in 

nGy.h
-1

) in air at one meter above the ground by using the following equation [14]:  

D (nGy.h
-1

) = 0.462AU + 0.604 ATh + 0.0417 AK   (2) 

Here AU, ATh and AK are the activity concentrations of 
238

U, 
232

Th and 
40

K, respectively in 

sediments and soils in the unit of Bq.kg
-1

. The average annual effective dose (H) to adults is 

estimated from the outdoor exposure D but it is expressed in milli-Sievert (mSv) rather than Gray 

(Gy). For this purpose United Nations Scientific Committee on the Effects of Atomic Radiation 

(UNSCEAR) proposed in 2008 [14] that the general people stay outdoor 20% time in a day and 

the Gray (Gy) to Sievert (Sv) transformation factor is 0.7 Sv.Gy
-1

. Then the equation for H becomes 

 H (mSv) = D (nGy.h
-1

) × 8760h × 0.2 × 0.7 Sv.Gy
-1

× 10
-6  

 (3) 

 

Another common radiological hazard parameter is the radium equivalent activity (Raeq in Bq.kg
-1

). 

It was calculated by using the following equation [15]:  

Raeq= AU + 1.43 ATh + 0.77 AK    (4) 
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3. RESULTS AND DISCUSSION  

Table 2: Activity concentrations of natural terrestrial radionuclides in sediments 

Location 
Activity Concentration (Bq.kg

-1
) 

238
U 

232
Th 

40
K 

Sandwip Ship Ghat, Kumira, Sitakunda 46.9±6.5 70.6±9.9 424.4±20.6 

Bhatiari, Chittagong 56.3±7.5 75.0±8.4 462.8±21.5 

North Salimpur, Chittagong 52.6±7.2 79.2±10.5 447.1±21.2 

Ananda Bazar Beach, North Halishahar, 

Chittagong 
33.4±5.6 59.0±7.7 670.6±25.9 

Khejurtola Beach, Katgar, Chittagong 50.1±6.7 81.8±9.0 394.1±19.9 

Golden Beach, Katgar, Chittagong 60.1±8.1 113.6±12.2 307.4±17.5 

Patenga Sea Beach, Chittagong 34.2± 5.3 67.1±8.2 761.6±27.6 

Parki Sea Beach, Anwara 28.2±5.1 60.0±9.3 470.7±21.7 

North Bahar Chara, Banshkhali 42.1±6.3 94.0±11.7 1056.8 ±32.5 

Northern side of Kutubdia Island, Cox’s 

Bazar 
60.87±7.7 101.40±12.3 1460.8±38.2 

Southern side of Kutubdia Island, Cox’s 

Bazar 
66.2±8.1 119.8±13.1 499.3±22.4 

Soadia Island, Moheskhali, Cox’s Bazar 23.3±4.8 57.8±9.0 613.4±24.8 

Laboni Sea Beach, Cox’s Bazar 51.8±7.0 86.2±11.2 201.0±14.2 

Himchari Sea Beach, Cox’s Bazar 28.3±5.1 76.8±10.0 461.4±21.5 

Inani Sea Beach, Cox’s Bazar 62.3±7.8 125.7±13.1 364.1±19.1 

Teknaf Sea Beach, Teknaf 109.6±10.4 255.9±19.2 302.9±17.4 

Dakhinpara, Teknaf 41.4±6.4 87.7±11.3 507.0±22.5 

Average 42.6±6.3 83.4±10.7 448.6±20.7 

The three natural radionuclides 
238

U, 
232

Th, and 
40

K were found to vary significantly from 

Sitakunda to Teknaf along the Bay of Bengal, as shown in the Table-2. 
238

U and 
232

Th were 

observed to be very high – 109.6±10.4 Bq.kg
-1

 and 255.9±19.2 Bq.kg
-1

, respectively, at Teknaf Sea 

Beach, Cox’s Bazar. In other places, the specific activity of 
238

U ranged from 23.3±4.8 Bq.kg
-1

 to 

66.2±8.1 Bq.kg
-1

 and 
232

Th ranged from 57.8±9.0 Bq.kg
-1 

to 119.8±13.1 Bq.kg
-1

. The world 

average values of activity concentration of 
238

U, 
232

Th and 
40

K in soil are 33 Bq.kg
-1

, 45 Bq.kg
-1

 

and 412 Bq.kg
-1

, respectively [14]. Table-2 shows that 
238

U was found to be within the world 

average value at few places, for example, North Halishahar, Patenga Sea Beach, Parki Sea Beach, 

Moheshkhali Island and Himchari Sea Beach, Cox’s Bazar. In all other places 
238

U was found to 

be on an average 1.6 times higher than the world average value. The radionuclide 
232

Th was found 

to be on an average 1.9 times higher than the world average value.
 40

K was found to vary from 

201.0±14.2 Bq.kg
-1 

to 1460.8±38.2 Bq.kg
-1

. 
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Although there was no nuclear accident in Bangladesh, observation of anthropogenic radionuclide 
137

Cs was reported in small amount at different places due to stratospheric fallout [8, 9]. However, 

this fission fragment was not found anywhere in this study. 

Due to the radionuclides in the sediment of the Bay of Bengal, the outdoor absorbed dose rate was 

found to be in the range from 69±9 nGy.h
-1

 to 150±13 nGy.h
-1

 with an average of 92±10 nGy.h
-1

 

which is higher than the world average value 58 nGy.h
-1

 [13]. The annual effective dose was 

assessed to be in the range of 0.08±0.01 – 0.18±0.02 mSv with an average of 0.11±0.01 mSv; this 

value is also higher than the world average value of 0.07 mSv. The radium equivalent activity was 

found to be in the range of 150.2±0.01 – 318.4±28.2 Bq.kg
-1

 with an average of 206.2±23.2  

Bq.kg
-1

; this average is less than the maximum limit of 370 Bq.kg
-1

 as recommended by OECD 

[16]. 

Table 3: Different radiological hazard parameters 

Location 
Radiological Hazard Parameters  

D (nGy.h
-1

) H (mSv.a
-1

)  Raeq (Bq.kg
-1

) 

Sandwip Ship Ghat, Kumira, Sitakunda 82.0±10.0 0.10±0.01 180.4±22.5 

Bhatiari, Chittagong 90.6±10.6 0.11±0.01 199.1±23.9 

North Salimpur, Chittagong 90.8±10.6 0.11±0.01 200.1±23.8 

Ananda Bazar Beach, North Halishahar, 

Chittagong 

79.0±9.1 0.10±0.01 169.3±20.5 

Khejurtola Beach, Katgar, Chittagong 89.0±10.6 0.11±0.01 197.2±23.9 

Golden Beach, Katgar, Chittagong 109.2±11.8 0.13±0.01 246.0±26.8 

Patenga Sea Beach, Chittagong 88.0±9.5 0.11±0.01 188.5±21.5 

Parki Sea Beach, Anwara 68.9±8.9 0.08±0.01 150.2±20.1 

North Bahar Chara, Banshkhali 120.3±11.3 0.15±0.01 257.7±25.5 

Northern side of Kutubdia Island, Cox’s 

Bazar 

150.3±12.6 0.18±0.02 318.4±28.2 

Southern side of Kutubdia Island, Cox’s 

Bazar 

123.8±12.6 0.15±0.02 275.9±28.5 

Soadia Island, Moheskhali, Cox’s Bazar 71.2±8.6 0.09±0.01 153.0±19.5 

Laboni Sea Beach, Cox’s Bazar 84.4±10.6 0.10±0.01 190.4±24.2 

Himchari Sea Beach, Cox’s Bazar 78.7±9.3 0.10±0.01 173.5±21.0 

Inani Sea Beach, Cox’s Bazar 115.2±12.3 0.14±0.02 259.8±28.0 

Teknaf Sea Beach, Teknaf 217.9±17.1 0.27±0.02 498.5±39.1 

Dakhinpara, Teknaf 93.2±10.7 0.11±0.01 205.7±24.2 

Average 91.6±10.3 0.11±0.01 206.2±23.2 

Values observed at Teknaf Sea Beach are not considered in the average. 
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4. CONCLUSIONS 

Distribution of radionuclides in sediments of the coastal region of the Bay of Bengal from 

Sitakunda, Chittagong to Teknaf, Cox’s Bazar was measured using gamma spectroscopy. The 

average activity concentration of 
238

U, 
232

Th and 
40

K in the sediments were found to be 43±6 

Bq.kg
-1

, 83±11 Bq.kg
-1

, and 449±21 Bq.kg
-1

, respectively. Shatkhira district in Khulna division is 

located in the other part of the coastal area of the Bay of Bengal as shown in the Figure-1. 

Concentration of   
238

U and 
232

Th in soil and sediment of Shatkhira were found to be 44±3 

Bq.kg
-1

 and 92±8 Bq.kg
-1

, respectively [17]. So, our measurement on 
238

U and 
232

Th are in close 

agreement with the values observed in Shatkhira. These observations lead to the conclusion that 

the costal region of the Bay of Bengal is rich in 
238

U and 
232

Th. 

Ratio of activity concentration of 
232

Th to that of
 238

U was found here to be in the range 1.33 - 2.72 

with an average 1.95. This ratio is observed to be 1.82 in the sediments of the Karnaphuli River 

[18]; this river has its estuary with the Bay of Bengal.  In another study on the Sitakunda coastal 

region of the Bay of Bengal, this ratio was found to be 1.99 [19]. So, it can be said that the ratio of 
232

Th to
 238

U in the sediments of the Bay of Bengal is around 2. The coastal region of the Bay of 

Bengal is rich in different thorium minerals such as monazite, thorite and zircon. 

Due to higher concentration of 
238

U and 
232

Th in sediment, the coastal region of the Bay of Bengal 

has a greater risk of radiological hazard. However, the radium equivalent activity is within the 

allowable limit (370 Bq.kg
-1

). So, the sediment of the Bay of Bengal is safe for the aquatic 

animals. Both the radionuclide 
238

U and 
232

Th were observed in higher concentration in the Teknaf 

sea beach area than the other places. Further study is needed to know the reason. 

The radionuclide 
137

Cs is an important marker of anthropogenic radiological contamination due to 

nuclear fall-out. This nuclide was not observed in the coastal region of the Bay of Bengal from 

Sitakunda, Chittagong to Taknaf, Cox’s Bazar. 
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ABSTRACT 

1 wt% and 5 wt% dodecylalkylammonium montmorillonite (DDA-MMT) supported Ni0.5CuO.5Fe2O4 (Ni-Cu 

ferrite) composites were synthesized by double sintering method. The structural and microstructural 

characterizations of the samples were performed using X-ray diffraction (XRD) and scanning electron 

microscopic (SEM) techniques. Magnetic, dielectric and electrical properties of the samples were investigated. 

Both naked and DDA-MMT supported Ni-Cu ferrites were found to be cubic spinel structure. The values of 

lattice parameter, crystallite size and porosity of naked Ni-Cu ferrite we recalculated to be 8.365Å, 29 nm and 

25% respectively. The lattice parameter of1wt% DDA-MMT supported Ni–Cu ferrite was found to be 

8.361Åand an increase in crystallite size was observed. The porosity of Ni-Cu ferrite supported with 1wt% and 

5wt% DDA-MMT were found to be 29% and 38% respectively. The lower value of saturation magnetization 

was observed for DDA-MMT supported Ni-Cu ferrites compare to that of naked Ni-Cu ferrite. The Curie 

temperature of 1wt% DDA-MMT supported Ni-Cu ferrite was very close to that of naked Ni-Cu ferrite and 

decreased significantly for5wt% DDA-MMT supported composite. The electrical conductivities were found to 

be greater in 5 wt% DDA-MMT supported Ni-Cu ferrites than the naked Ni-Cu ferrite. It appears that DDA-

MMT acts as a matrix material and influences the crystallization, aggregation, magnetic ordering and transport 

properties of Ni-Cu ferrite particles which eventually be useful for tailoring and diversify their applications.  

 

1. INTRODUCTION 

Montmorillonite (MMT), a 2:1 type of layer structure clay mineral, comprised of negatively 

charged silica sheets held together by charge-balancing counterions such asMg
2+

, Na
+
, and Ca

2+
. 

The general chemical formula of the montmorillonite is (My
+
.nH2O)(Al4-yMgy)Si8O20(OH)4, where 

M (M = Na
+
, Ca

2+
, Mg

2+
, etc.) is the interlayer cation. These interlayer cations balance the 

negative charges which are generated by the isomorphous substitution of Mg
2+

 and Fe
2+

 for Al
3+

 in 

the octahedral sheet; and Al
3+

 for Si
4+

 in the tetrahedral sheet[1].Montmorillonite possesses 

interesting structural features such as – the thickness of MMT layers is around 1 nm[2]; can be 

organically modified easily by ion exchange reaction [3]; individual MMT layers can be exfoliated 

into other materials [4]; MMT layers contain negative charges bound with interlayer cations and 

water molecules [1]. Exploiting these interesting structural features, montmorillonite and their 
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organomodified form have been used in different areas such as thickeners in paints, greases, oil-

base drilling muds, purpose of gelling various organic liquids, catalysts, polymer clay 

nanocomposites [5-7]. 

 

Magnetic nanoparticles possess large specific surface area, much higher surface energy and 

reduced magnetic anisotropy energy [8]. Due to these interesting properties, magnetic 

nanoparticles (MNP) have wide practical applications in different areas including magnetic storage 

media [9], catalysis [10], ferrofluid [11], environmental remediation [12], drug and gene delivery 

system [13], cell separation [14], and magnetic resonance imaging (MRI) [15]. However, naked 

MNPs have some limitations since the aggregation of naked MNP is practically unavoidable due 

to their high surface energy, van derWaals force and the dipole-dipolemagnetic attraction among 

particles [16, 17]. Again, naked MNP is at the high risk of oxidation [18, 19], acid/basic erosion 

[20] and the release of metal ions [21]. In order to address these issues, a typical method is to use 

matrix materials to isolate, accommodate and stabilize individual MNP is of great interest [22, 17]. 

The widely used matrixmaterials include graphene [23, 24], active carbon [25], carbon nanotubes 

[26], silica [27, 28], clay minerals [29, 30], polymers [31, 32], ionic liquids [33, 34], starch [35], 

and even collagen gels [36]. However, using two-dimensional layered materials as the matrices to 

isolate, accommodate and stabilized individual magnetic nanoparticles have some advantages due 

to their high specific surface area, intercalating, pillaring, supporting, and encapsulating properties 

[8]. Among the variety of two-dimensional layered materials, naturally occurring 

gmontmorillonite have much distinct 2D sheet-like structure with interesting physicochemical 

properties[37]. The interlayer spaces, surfaces and edges of montmorillonite minerals provide 

potential sites to host, stabilize and tune MNP[12, 38]. Thus, the synthesis and characterizations of 

montmorillonite supported magnetic nanoparticles are of great interest for many researchers such 

as Peng et al. have studied LaFeO3/MMT composite synthesized by assembling LaFeO3 

nanoparticles on the surface of montmorillonite sheets [39], Mulewa et al. have studied MMT-

supported Ni/TiO2naocomposite [40],Son et al. have investigated α-Fe2O3/Na-

MMT[30]composite, Bartonkova have investigated Fe3O4/MMTT [29], Ai et al. have 

studiedCoFe2O4/MMT composite [41], Hashemian has investigated MnFe2O4/MMT composite 

[42].However, most of the studies mainly deal with the application of pure montmorillonite as the 

supporting matrix material for magnetic nano-particles. But organomodified montmorillonite 

synthesized by intercalating of organic species into the interlayer spaces of Na-montmorillonite 

provide expanded basal spacing, greater exfoliation capabilities and organophilic natureseems to 

be an interesting matrix material for magnetic nanoparticles. Thus,an attempt has been made to 

synthesis and characterizes organo modified clay supported ferrite composites.More specially, 

synthesis of Ni0.5Cu0.5Fe2O4/MMT composite using an organo-clay termed as 

dodecylalkylammonium montmorillonite (DDA-MMT)synthesized by intercalating 

dodecylalkylammonum into the inter layer spaces of Na-montmorillonite has been addressed in the 

present investigation. Structural and microstructural characterizations of synthesized 

Ni0.5Cu0.5Fe2O4/MMT composite along with naked Ni0.5Cu0.5Fe2O4 have been performed using X-

ray diffraction (XRD) and scanning electron microscopic (SEM) techniques. Magnetic properties 

such as Curie temperature, saturation magnetization, remanent magnetization, coercive field and 

permeability of the samples have also been investigated. Variation of DC conductivity with 

temperature and AC conductivity with frequency and dielectric constant of the 

Ni0.5Cu0.5Fe2O4/MMT and Ni0.5Cu0.5Fe2O4/MMT have also been performed.  
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 2. EXPERIMENTAL 

Samples of the Ni-Cu ferrites having the chemical formula Ni0.5Cu0.5Fe2O4were prepared by the 

standard double sintering ceramic technique using high purity oxides of CuO, NiO and Fe2O3. The 

reagent powders were weighed precisely according to their molecular weight. The oxides were 

thoroughly mixed in an agate mortar, heat-treated and compacted in the form of pellets and toroid. 

During this preparation, pre-sintering at 800°C for 3hours and powdering of the formed products 

was followed by final sintering at 1000°C for 6hours.Dodecylalkylammonium intercalated 

montmorillonite (DDA-MMT) where synthesized from Na-montmorillonite (SWy-2, CEC = 74.6 

meq per 100 gm) supplied by Purdue University, USA and octadecyl amine collected from E-

mark, Germany by ion exchange reaction. The details method of synthesis of DDA-MMT and 

their characterization has been reported elsewhere [3].In order to synthesis of 

Ni0.5Cu0.5Fe2O4/DDA-MMT composite required amount of CuO, NiO and Fe2O3were taken and 

pre-sintered at 800°C and after this stage 1wt% and 5wt% of DDA-MMT were added separately 

and milled 12 hours and sintered at 1000°C and desired products were obtained. We named 

Ni0.5Cu0.5Fe2O4supported with 1 and 5 wt% of DDA-MMT as Ni0.5Cu0.5Fe2O4/DDA-MMT (1 

wt%)and Ni0.5Cu0.5Fe2O4/DDA-MMT (5wt%) respectively. XRD intensities of the compounds 

were recorded with a Philips X’Pert Pro X-ray Diffractometer (PW3040) in the Material Science 

Division, Atomic Energy Center Dhaka using monochromatic CuK ( =1.542Å) radiation. 

Nickel filter was used to suppress the unexpected radiations. The tube was operated at 60 kV and 

about 40 mA. X-ray intensities for all the samples were recorded for the range of 2, 15° to 75°. 

The step size for X-ray recording was 0.02°. In order to calculate the value of basal spacing, full 

width at half maximum and crystallite size, the background correction of the intensity profile was 

made. Powder diffraction data were analyzed using the software X’Pert High score. The Magneta 

Pulse Field Hysteresis Loop Tracer instrument was used for the M-H loop tracing. Curie 

temperature measurement was done by using Wayne Kerr Inductance Analyzer 6500B. DC 

resistivity of ferrites samples has been measured as a function temperature in the range from room 

temperature up to 300ᴼC using Keithley 6514 system electrometer. AC resistivity of ferrites 

samples has been measured as function of frequency in the average of 10 kHz to10
4
 kHz at room 

temperature by Wayne Kerr Inductance Analyzer 3255B.Dielectric constant of the samples has 

been measured over a frequency range 250 kHz to 5×10
4 
kHz. 

 

3. RESULTS AND DISCUSSION 

3.1 X-ray diffraction analysis  

X-ray diffraction profiles ofNi0.5Cu0.5Fe2O4, Ni0.5Cu0.Fe2O4/DDA-MMT (1wt%) and 

Ni0.5Cu0.5Fe2O4/DDA-MMT (5wt%) have been presented in figure 1.It is observed from figure 1 

that DDA-MMT supported and naked Ni-Cu ferrite showedeight reflections from the planes of 

(111), (220), (311), (222), (400), (422), (511) and (440) correspond to the cubic spinel phases[43]. 

It is also observed that peaks of DDA-MMT supported Ni-Cu ferrite are well matched with that of 

naked Ni-Cu ferrite indicating absence of any intermediate phase in DDA-MMT supported Ni-Cu 

ferrite. The values of lattice constant obtained in the present investigated have been tabulated in 

the table 1. It is observed that lattice parameter of 1wt% DDA-MMT supported Ni-Cu ferrite is 

very close to that of naked Ni-Cu ferrite and lattice parameter of 5wt% DDA-MMT supported Ni-

Cu ferrite increases slightly with respect to naked Ni-Cu ferrite. The montmorillonite layer 

contains Mg
2+

, Al
3+

 and Si
4+

ions and may have the possibility to leave the MMT layers of these  
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Fig. 1. X-ray diffraction profiles of (a) Ni0.5Cu0.5Fe2O4, (b) Ni0.5Cu0.Fe2O4/DDA-MMT (1 wt%) and (c) 

Ni0.5Cu0.5Fe2O4/DDA-MMT (5 wt%). 

 

ions to some extent at the sintering temperature [1]. It appears that the concentration of these ions 

become more in 5 wt% DDA-MMT supported compound and some short of ionic migration 

between ferrite structure and the ions of MMT layers takes place which may be responsible for 

greater value in lattice constant for this compound. The values of X-ray density, bulk density and 

porosity of the naked Ni-Cu ferrite and supported with the addition of 1wt% and 5wt% DDA-

MMT have been presented in table 1. It is observed from the table that bulk density decreases with 

the increase of DDA-MMT content in Ni-Cu ferrite. The density of DDA-MMT is lower with 

compare to Ni-Cu ferrite. Thus, it is expected that addition of DDA-MMT will decrease the bulk 

density of Ni-Cu ferrite. It is observed that X-ray density increases with the increase of percentage 

of DDA-MMT loading in the Ni-Cu ferrite. The porosity of the naked Ni0.5Cu0.5Fe2O4 was found 

to be 25% and that of the supported with the addition of 1% and 5% DDA-MMT was 29% and 

38% respectively. DDA-MMT contains dodecyl ammonium into the interlayer spaces of 

montmorillonite. These interlayer species were usually expulsed by evaporation in the temperature 

range 300°C – 450°C [3]. It seems that in the present investigation these interlayer species 

removed during sintering process which finally makes the modified ferrite more porous. The 

crystallite size calculated from (311) reflection using Scherrer equation has been presented in the 

table 1. The value of crystallite size is greater in 1 wt% DDA-MMT supported Ni-Cu ferrite. 

Again, 5 wt% DDA-MMT supported Ni-Cu ferrite shows lower values of crystallite size with 

compare to 1 wt% DDA-MMT supported composite. It appears that DDA-MMT content plays an 

important role in crystallization of Ni-Cu ferrite especially for small amount of DDA-MMT 

content (1 wt%). However, increase of DDA-MMT content (5 wt%) hindered the crystallization. 

Similar types of results are also obtained by Wang et al. for CeO2/Montmorillonite composite[44]. 
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Table 1:   Lattice parameter, crystallite size, bulk density, X-ray density and porosity of 

DDA-MMT supported and naked Ni0.5Cu0.5Fe2O4 

Sample 

Lattice 

Parameter 

Crystallite 

size 

Bulk 

Density 

X-ray 

Density 
Porosity 

(Å) (Å) (gm/cm
3
) (gm/cm

3
) (%) 

Ni0.5Cu0.5Fe2O4 8.365 29 4.04 5.37 25 

Ni0.5Cu0.5Fe2O4/DDA-MMT (1 wt%) 8.361 41 3.84 5.40 29 

Ni0.5Cu0.5Fe2O4/DDA-MMT (5 wt%) 8.409 34 3.46 5.59 38 

 

3.2 Scanning electron microscopic analysis 

 

 

 

   

Fig. 2: SEM of (a) Ni0.5Cu0.5Fe2O4   (b) Ni0.5Cu0.5Fe2O4 +1% DDA-MMT  and (c) 

Ni0.5Cu0.5Fe2O4 +5% DDA-MMT 

a b c 

 
 

Fig. 2.  SEM of (a) Ni0.5Cu0.5Fe2O4, (b) Ni0.5Cu0.Fe2O4 + 1% DDA-MMT and (c) Ni0.5Cu0.5Fe2O4 + 5% 

DDA-MMT. 

Figure 2 represents SEM micrographs of naked and 1 and 5 wt% of DDA-MMT supported Ni-Cu 

ferrite. The micrographs explore that the grains are developed with grain boundaries and separated 

by pores in naked Ni-Cu ferrite. The agglomerations may be happened due to the relatively high 

annealing temperature and interaction between magnetic particles[45]. It is also observed from the 

figure that the grain size decreases for DDA-MMT supported Ni-Cu ferrite with compare to naked 

Ni-Cu ferrite. Again, grain boundaries are not clear in DDA-MMT supported Ni-Cu ferrites. The 

variation in grain size of DDA-MMT supported Ni-Cu ferrite infers that MMT layers played the 

role of matrix material and influences the agglomeration properties. 

 

3.3 Magnetic properties 

Figure 3 represents the M - H curve of Ni0.5Cu0.5Fe2O4, Ni0.5Cu0.5Fe2O4/DDA-MMT (1 wt%)and 

Ni0.5Cu0.5Fe2O4/DDA-MMT (5wt%) composites. The value of saturation magnetization (Ms), 

remanent magnetization (Mr) and coercive field (Hc) for DDA-MMT incorporated Ni0.5Cu0.5 Fe2O4 

have been determined at room temperature and are tabulated in table 2. The value of saturation 

magnetization is found to be 41.7 emu g
-1 

for Ni0.5Cu0.5Fe2O4. Wang et al. prepared Ni-Cu ferrite 

by auto-combustion method and sintered at 600°C and the saturated magnetization (Ms) value of 

the sample was found to be 39.3 emu g
-1

[46]. Patil and Chougule[45]synthesized Ni1-xCuxFe2O4 
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sample through conventional mixed oxides method and observed that the Ms increased with 

increasing the Cu content and the Ms value was around 39emu g
-1 

when the Cu content was 

0.2.The value of saturation magnetization obtained in the present investigation are in good 

agreement with the results obtained by Wang et al. [46], and Patil and Chougule[45].It is observed 

from the table 2 that saturation magnetization decreases with increase of DDA-MMT loading in 

Ni0.5Cu0.5Fe2O4. Usually, the value of saturation magnetization of magnetic nano particle/clay 

minerals (MNP/CM) nanocomposites are observed to be lower than that of individual MNP or 

bulk materials[8]. 
 

 
 

Fig. 3.  Variation of magnetization with applied magnetic field (a) Ni0.5Cu0.5Fe2O4, (b) Ni0.5Cu0.Fe2O4 /DDA-

MMT (1 wt%) and (c) Ni0.5Cu0.5Fe2O4 /DDA-MMT (5 wt%). 

 

Table 2: Saturation magnetization (Ms), coercive field (Hc) and remanence magnetization 

(Mr) of DDA-MMT supported and naked Ni0.5Cu0.5Fe2O4.  

 

Sample 

Saturation 

magnetization  

Coercive 

field  

Remanence 

magnetization 

(emu g
-1

) (Oe) (emu g
-1

) 

Ni0.5Cu0.5Fe2O4 41.7 5.4 0.89 

Ni0.5Cu0.5Fe2O4/DDA-MMT (1 wt%) 41.1 5.1 0.94 

Ni0.5Cu0.5Fe2O4/DDA-MMT (5 wt%) 39.1 5.9 0.97 
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The formation and growth of embedded magnetic particles in MNP/CM nanocomposites are 

mechanically and spatially constrained by the clay mineral layers. Magnetic orders are easily 

randomized in these embedded particles and the observed Ms of MNP are smaller than bulk 

magnetic materials[47-49].In addition, the anisotropy is enhanced[50, 51] due to lower grain size 

of MNP in MNP/CP nanocomposite leads to the reduction of Ms[8]. In the present investigation, 

the presence of montmorillonite layers as matrix material in the Ni-Cu ferrite lowers the grain size 

of DDA-MMT supported Ni-Cu ferrite as observed by SEM analysis. It infers that this smaller 

grain size makes a suitable environment for the randomization of magnetic order and becomes 

responsible for lowering the values of saturation magnetization. It is observed from the table 2 that 

the remanent magnetization and coercive field increases with the increase of DDA-MMT content 

in Ni – Cu ferrite. The increase of remanent magnetization with increase of DDA-MMT content in 

Ni – Cu ferrite indicates that it goes to soft magnetic to hard magnetic material and the increase of 

coercive field with increasing DDA-MMT concentration means the magnet becomes durable 

magnet with increasing concentration. 

The variation of normalized magnetic initial permeability with temperature for all the samples is 

shown in figure 4. It is evident from figure that the magnetic initial permeability remains nearly 

constant over a wide range of temperature showing good thermal stability. It can be noted from 

figure 4 that as the temperature increases the magnetic initial permeability remains constant up to a 

certain temperature and increases to a peak value and then abruptly falls to a minimum value. The 

temperature at which this abrupt fall takes place is the magnetic Curie transition temperature (Tc). 

The Curie temperature obtained in the present investigation for naked and 1 wt % DDA-MMT, 5 

wt% DDA-MMT supported Ni-Cu ferrite has found to be 415, 420 and 395C respectively. It is 

observed that the Cuire temperature of the Ni-Cu ferrite supported with the addition of 1wt% 

DDA-MMT was found to be close to that of naked Ni-Cu ferrite whereas for the sample modified 

with 5wt% DDA-MMT is reasonably small (figure 4). The magnetic initial permeability for the 

material is expected to strongly depend on the microstructure, as the magnetic initial permeability 

represents the mobility of magnetic domain wall in response to the small applied field. It seems 

that in the present investigation that the mobility of magnetic domain wall is restricted by 

microstructure or presence of greater amount of MMT layers in 5 wt% DDA-MMT supported Ni-

Cu ferrite. 

The variation of initial permeability of naked Ni-Cu ferrite and that of supported with the addition 

of 1wt% and 5wt% of DDA-MMT as a function of frequency has been presented in figure 5. The 

initial permeability remains almost constant in the frequency range 500 Hz to 10
4 

kHz as observed 

from the figure 5. It shows a decreasing trend with the increase of frequency onward the 10
4 

kHz. 

It is interesting to note that the value of the initial permeability of Ni-Cu ferrite modified with the 

addition of 1 wt% DDA-MMT is observed to be lower and that of naked Ni-Cu ferrite and higher 

that of Ni-Cu ferrite modified with 5 wt% DDA-MMT. Almost constant value of initial 

permeability indicates good frequency stability of DDA-MMT supported Ni-Cu ferrite. It appears 

from the figure 5that frequency stability is little higher in case of DDA-MMT supported Ni-Cu 

ferrite. In general the variation in initial permeability is attributed to either domain wall 

displacement or domain rotation or both of these contributions. It seems that in the present 

investigation the motion of domain wall is influenced by the dispersion of MMT sheet and the 

defects present there in which finally become responsible for the variation in initial permeability. 

The XRD analysis indicates that DDA-MMT content influence the crystal growth of ferrite 

resulting variation in crystallite size. It appears that greater value in crystallite size for 1 wt% 
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Fig. 4.  Normalized initial permeability of  Ni0.5Cu0.5Fe2O4, 

Ni0.5Cu0.Fe2O4 /DDA-MMT (1 wt%) and Ni0.5Cu0.5Fe2O4 

/DDA-MMT (5 wt%) with temperature.  

 

  
Fig. 5.  Initial permeability of  Ni0.5Cu0.5Fe2O4, 
Ni0.5Cu0.Fe2O4 /DDA-MMT (1 wt%) and Ni0.5Cu0.5Fe2O4 

/DDA-MMT (5 wt%) with frequency. 

 

 
 

Fig. 6.  Permeability loss (Loss tangent) of  Ni0.5Cu0.5Fe2O4, Ni0.5Cu0.Fe2O4 /DDA-MMT (1 wt%) and (c) 

Ni0.5Cu0.5Fe2O4 /DDA-MMT (5 wt%) with frequency. 

 

DDA-MMT supported ferrite compound creates favorable environment for easy magnetization 

hence shows a lower value in initial permeability. But when the DDA-MMT content increases the 

value of crystallite size decreases and porosity increases which makes situation harder to 

magnetize the material and shows higher values of initial permeability as observed in 5 wt% 

DDA-MMT supported ferrite compound. In general, the variation in initial permeability is 

attributed to either domain wall displacement or domain rotation or both of these contributions. It 

seems that in the present investigation the motion of domain wall is influenced by the dispersion of 

MMT sheet and the defects present therein which finally become responsible for the variation in 

initial permeability. The XRD analysis indicates that DDA-MMT content influence the crystal 

growth of ferrite resulting variation in crystallite size and porosity. It appears that the porosity of 
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DDA-MMT supported Ni-Cu ferrite increases with increase of DDA-MMT content makes 

situation harder to magnetize the material resulting a decrease in initial permeability is observed 

with increase of DDA-MMT content (figure 5). Figure 6 represents the variation loss tangent with 

frequency of DDA-MMT supported and naked Ni-Cu ferrite. It is observed from the figure 6 that 

loss tangent is higher at lower frequencies and decrease rapidly with increase of frequency 

becomes almost constant at the frequency around 10
3
 kHz. 

  

3.4 Electrical and dielectric properties 
 

 
Fig. 7.  DC conductivity of  Ni0.5Cu0.5Fe2O4, Ni0.5Cu0.Fe2O4 

/DDA-MMT (1 wt%) and Ni0.5Cu0.5Fe2O4 /DDA-MMT (5 
wt%) with temperature.  

 
Fig. 8.  AC conductivity of Ni0.5Cu0.5Fe2O4, 
Ni0.5Cu0.Fe2O4 /DDA-MMT (1 wt%) and Ni0.5Cu0.5Fe2O4 

/DDA-MMT (5 wt%) with frequency. 

 

The variation of DC conductivity with temperature of all the samples has been presented in figure 

7. The DC conductivity of Ni-Cu ferrite supported with 1 wt% DDA-MMT shows almost similar 

nature with naked ferrite. However, the DC conductivity is found to be higher in case of the Ni-Cu 

ferrite supported with 5 wt% DDA-MMT (figure 7). It is also observed that DC conductivity 

remains almost constant up to the temperature of 200°C for naked and 1 wt% DDA-MMT 

supported Ni-Cu ferrite. However, Ni-Cu ferrite supported with the addition of 5wt% DDA-MMT 

shows almost constant value of DC conductivity up to 300°C. DDA-MMT possesses negative 

layer charge at MMT layer which is balanced by the intercalated dodecyl ammonium[1]. The 

intercalated alkyl ammonium of montmorillonite usually decomposed and expulsed from the 

interlayer spaces in the temperature range 300°C to 450°C [3]. This expulsion of intercalated 

species increases the charge density in MMT layers. It appears in the present investigation that 

intercalated dodecyl alkyl ammonium of DDA-MMT decomposed during the process of sintering 

of DDA-MMT supported Ni-Cu ferrite and it becomes more significant for 5 wt% DDA-MMT 

supported compound which finally helps to increase the conductivity of this. Similar type of   



K. HOQUE, T. C. PAUL, D. K. SAHA, S. ISLAM, N. KHATUN AND P. BALA 18 

 

 
Fig. 9.  Variation of dielectric constant of  Ni0.5Cu0.5Fe2O4, Ni0.5Cu0.Fe2O4 /DDA-MMT (1 wt%) and (c) 

Ni0.5Cu0.5Fe2O4 /DDA-MMT (5 wt%) with frequency. 

 

observations also made for Ni-Cu ferrite and multiwall carbon nanotube composite[46].However, 

some other factors such as porosity, degree of level of dispersion of individual layers of 

montmorillonite, nature of agglomeration of ferrite particles are also expected to play important 

role in the electrical transport properties. Figure 8 shows the variation of AC conductivity with 

frequency of naked Ni-Cu ferrite and supported with the addition of 1wt% and 5wt% DDA-MMT 

at the temperature of 30°C. It is observed from the figure 8 that the AC conductivity remains 

almost constant up to the frequency of 10
3 

kHz for Ni-Cu ferrite supported with 5 wt% DDA-

MMT. However, the AC conductivity was observed to be higher for the ferrite supported with the 

addition of 5 wt% DDA-MMT. The study on AC conductivity reveals the stability of the 

compound up to the frequency range 10
3 

kHz. In order to clear understanding the variation of AC 

conductivity with frequency and DC conductivity with temperature for higher amount of DDA-

MMT supported compounds requires in depth investigation and expected to perform in future. The 

variation of dielectric constant of both modified and unmodified Ni-Cu ferrite has been presented 

in figure 9. Itis observed from the figure that the dielectric constant decreases with increase of 

frequency and reaches a constant value at higher frequencies. This type of variation in dielectric 

constant with frequency is observed for other ferrite materials as well [52]. It is also observed that 

1wt% DDA-MMT modified Ni-Cu shows higher values of dielectric constant at lower frequencies 

with respect to naked ferrite. The increase of dielectric constant of 1 wt% DDA-MMT supported 

Ni-Cu ferrite composites is consistent with the value obtained in Ni-Cu ferrite and MWCNTs 

composites [46]. The decrease in the dielectric constant with increase of frequency is the normal 

behavior for ferrites and can be explained on the basis of decreases in polarization with the 

increase in frequency. It is well known that, polarization of a dielectric material is the sum of the 

contribution of dipolar, electronic, ionic and interfacial polarizations. At low frequencies, all the 

polarizations respond easily to the time varying electric field but as the frequency of the electric 

field increases different polarization contributions filter out, as a result, the net polarization of the 

material decreases which leads to the decrease in the value of dielectric constant. The dielectric 



Ni0.5Cu0.5Fe2O4/DDA-MMT COMPOSITES: SYNTHESIS, STRUCTURAL, MAGNETIC 19 

properties of Ni-Cu ferrite supported with other matrix materials depend on the characteristics of 

the matrix, the property and volume fraction of the filler, the internal structure and the frequency 

of the electromagnetic waves[53].The variation of dielectric constant in case of DDA-MMT 

modified Ni-Cu ferrite may be related to the layer charges of montmorillonite, their polarizations 

and the interactions of MMT sheet with the ferrite structure. However, precise modeling of 

variation of dielectric constant with variation of DDA-MMT content in ferrite need in depth 

investigation.  

 

4. CONCLUSIONS 

Ni – Cu ferrites supported with dodecyl alkyl ammonium intercalated montmorillonite have been 

synthesized with the addition of 1wt% and 5wt% DDA-MMT content before the second sintering 

stage of ferrite synthesis process. Both naked and DDA-MMT supported Ni – Cu ferrites were 

observed to be single-phase cubic spinel structure as indicated by XRD analysis. The lattice 

parameters obtained for DDA-MMT supported Ni-Cu ferrites suggest some sort of ionic migration 

between ferrite structure and montmorillonite layers. The crystallization behavior of Ni-Cu ferrite 

is found to be influenced by the montmorillonite layers of DDA-MMT. The porosity of Ni-Cu 

ferrite is increased and less agglomeration of ferrite particles is observed when supported with 

DDA-MMT. The saturation magnetization and Curie temperature of 5 wt% DDA-MMT supported 

Ni-Cu ferrite is found to be lower than that of naked ferrite. The electrical conductivity is 

increased if Ni-Cu ferrite is supported with 5wt% DDA-MMT. The value of dielectric constant for 

5 wt% DDA-MMT supported Ni-Cu ferrite is found to be deceased with compare to naked one. 

This investigation suggests that use of appropriate amount of DDA-MMT as matrix material in Ni-

Cu ferrite could tailor its porosity, grain size, magnetic and electric properties which may diversify 

its applications.  
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ABSTRACT 

Dosimetric assessment of 60Co teletherapy units employed for the treatment of cancer patients at various 

hospitals in Bangladesh has been performed applying International Atomic Energy Agency (IAEA) 
recommended protocol Technical Report Series-398 (TRS-398). In this perspective, determination of absorbed 

dose to water at 5 cm depth Dw(Zref) and the absorbed dose to water at the depth of dose maximum Dw(Zmax) was 

performed. The dosimetry system of Secondary Standard Dosimetry Laboratory (SSDL) was used in this study.  
The variation of Dw(Zref) and Dw(Zmax) with various field size(s) was investigated to check the linearity of dose 

variation with field size(s). The measured Dw(Zref) and Dw(Zmax) were compared with the calculated doses by the 

empirical relations. The % of deviation between the measured and estimated Dw(Zref) and Dw(Zmax) were found 
to be within the range of ±5% as recommended by ICRU in the case of dose deliver to the malignant tumor. 

Keywords: Dosimetry, Teletherapy, Field size, Absorbed Dose to Water, Radiotherapy. 

 

1. INTRODUCTION 

In radiotherapy with Cobalt-60 (
60

Co) teletherapy unit, 
60

Co allows adequate dosing to the 

superficial tissues. Historically, great concern is expressed that 6-MV photons of linear accelerator 

(linac) have too large a buildup region and can potentially under dose superficial tissues [1]. In a 

developing country like Bangladesh, there is a strong prerequisite of radiotherapy units at the 

minimum costs and consistent quality. Generally, 
60

Co modality needs low costs in comparison to 

advanced modern techniques (e.g. dual energy linac, linac with IMRT). In this perspective, some 

hospitals prefer treatment modality with 
60

Co teletherapy machine. The additional advantage of 
60

Co machine is its effectively constant output which reduces some of the uncertainties associated 

with the delivery of a specified dosage to the patient. Presently, there are about thirteen 
60

Co 

teletherapy units available at the government and private hospitals in Bangladesh. Once a 
06

Co 

teletherapy machine is accepted and hence placed for clinical service, it is essential to verify the 

standard output dose rate of 
06

Co source in terms of Dmax for the radiation treatment. In this regard, 

IAEA protocol TRS 398 was followed to conduct this dosimetric measurement. The accuracy of 

dose determination and dose delivery to the malignant tumor of cancer patient is a crucial issue for 

an effective outcome of radiation treatment. In the radiotherapy treatment procedure, 

recommended protocol needs to be followed so as to ensure the precision of delivered dose while 
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60
Co teletherapy machine is used. In developing countries, generally 

60
Co teletherapy are widely 

used for the treatment of cancer patients. There  are a good number of modeling studies that 

suggests that 
60

Co may be more effective in modern radiation therapy than perceived in the past 

[2–4]. As good numbers of 
60

Co teletherapy units are presently operational in different medical 

hospitals in all over Bangladesh, so output dose measurement of each unit is mandatory in every 

year as per IAEA recommendations [5] as well as nuclear safety and radiation control rules [6]. 

The basic principle of radiation therapy is to maximize the damage to the malignant cells and at 

the same time minimize the damage to the normal cells. This effectiveness of radiotherapy is 

generally accomplished by directing a radiation beam to the tumor from several directions so as to 

receive an optimized dose. It has been demonstrated that success of radiation treatment depends on 

the delivered absorbed dose to the tumor, provided that dose should not differ more than a few 

percent from the prescribed values. In this perspective, the International Commission on Radiation 

Units and Measurements (ICRU) recommends for an accuracy of ±5% [7]. A more complicated 

symptom may arise within the body of the patient, if the uncertainty of the dose delivered to the 

localized tumor is above 5% of that required. Moreover, healthy cells in the vicinity of the tumor 

may be affected due to the over exposure. On the other hand, a dose below 5% of the required one 

may not cure the patient satisfactorily. It is reported that therapeutic treatment with high standard 

accuracy of delivered dose is needed [8, 9]. Therefore, the overall uncertainties in radiation 

dosimetry need to be minimized so as to improve the accuracy in the determination of absorbed 

dose from the radiation beams used in the cancer therapy. In the present work an effort has been 

given to comparatively assess the output dose of four 
60

Co teletherapy units of different hospitals 

in Bangladesh. The main purpose of this study is to verify whether the agreement between the 

experimental and calculated results is within ±5% variation. In addition, are presentative 

assessment of the wedge attenuation factors of two 
60

Co units was performed since attenuation 

factors of various filters are essentially required to ensure the prescribed dose for the treatment of 

target organ. The work has been performed at National Institute of Cancer Research and Hospital 

(NICRH), Mymensingh Medical College Hospital (MMCH) and Dhaka Medical College and 

Hospital (DMCH) by using the standard dosimetric facility available at SSDL of Bangladesh 

Atomic Energy Commission. 

   

2. MATERIALS AND METHODS 

The dosimetric measurement of the 
60

Co teletherapy machines were performed based on the 

dosimetry protocol TRS-398, published by the International Atomic Energy Agency (IAEA) [10]. 

In these measurements, a standard IAEA water phantom of dimension 30 cm × 30 cm × 30 cm was 

used for the absorbed dose to water Dw measurement of the 
60

Co gamma beam. The dosimetry 

system consists of PTW Unidos electrometer-10005, S/N. 50231 and an ionization chamber 

TW30013, S/N.364 (0.6 cc Farmer). The chamber was calibrated at the IAEA standard laboratory 

in terms of absorbed dose to water of 
60

Co gamma radiation within the required measurement 

accuracy. The stability of the system was periodically checked at SSDL with stand check source 
90

Sr/
90

Y. By recognizing the need of better accuracy to achieve a high degree of consistency, the 

dosimetry protocol TRS 398 was mainly followed in the present dosimetric measurements. For 

consistency in radiation dosimetry, IAEA published this code of practice on absorbed dose 

determination in photons and electron beams, where a number of physical interaction coefficients 

and correction factors are applied. 

 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2807677/#CIT2
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC2807677/#CIT4
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2.1 Technical description of 
60

Co teletherapy units 

The 
60

Co sources of the studied 
60

Co machines were conventionally incorporated in the treatment 

head of the telecobalt unit by the manufacturer. The 
60

Co is an unstable isotope that decays 

continuously into 
60

Ni with half-life of 5.27 years, thereby resulting in the decrease in its activity, 

and hence dose rate (output). It is, therefore, mandatory to measure the dose rate of the 
60

Co source 

regularly so that the patient receives the same dose every time as prescribed by the radiation 

oncologist. In the present study, dosimetry of four 
60

Co units was performed that belongs to 

NICRH, MMCH and DMCH. The technical description of these four 
60

Co units is given in Table 

1. 

Table 1: Technical description of the studied 
60

Co teletherapy units 

 

Specification Unit-1 Unit-2 Unit-3 Unit-4 

Model Elite 100 Elite 80 ATC C9 FYC 260 

Manufacturer Theratronics, 

Canada 

 

Theratronics, 

Canada 

Advanced Medical 

Systems Inc., USA 

FYC, China 

 

Source 

activity 

443.6 TBq 

on 06/01/2012 

430.2 TBq 

on 06/04/2012 

243.8 TBq 

on 16/03/2012 

277.9 TBq 

on 20/05/2004 

2.2 Absorbed dose to water Dw (Zref) measurement 

 

Fig. 1. Schematic diagram of experimental setup for absorbed dose measurement with reference dosimetry 

system of SSDL. 

Absorbed dose to water was measured at the reference condition using the secondary standard 

ionization chamber coupled with the electrometer of earlier mentioned model. The IAEA reference 
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water phantom was placed on the couch of the teletherapy machine after being filled up with 

water. Thereafter, ionization chamber was inserted into the hole of Polymethyl methacrylate 

(PMMA) waterproof holder. Then, the PMMA holder was placed at 5 cm depth from the front 

window of the phantom. The gantry of the machine was set at 90 degree (90
0
) alignment to ensure 

the radiation beam position as horizontal. The collimator was adjusted to maintain the field size (s) 

from 5 cm  5 cm to 25 cm  25 cm. The ionization chamber inside the holder was set at 90 degree 

alignment with the central axis of the beam. The couch position was adjusted to keep the source to 

water surface distance (SSD) at 80 cm or 100 cm respective to the machine. The schematic 

diagram of the experimental setup for dose measurement with reference phantom and ionization 

chamber is shown in Figure1. 

The absorbed dose rate Dw at Zref = 5 cm depth in water was calculated by using the following 

equation [10]. 

)( refw ZD = polStpWDR KKKNM  ,  cGy/min                                              (1) 

Where MR is the electrometer reading, ND,W is the chamber calibration factor, Ktp is the pressure-

temperature correction factor, Ks is the ion recombination correction factor, Kpol is the polarity 

correction factor. The calculation process of these correction factors is subsequently discussed. 

The pressure-temperature correction factor Ktp was calculated by using the following equation. 

𝐾𝑡𝑝 =  
 273.2 + 𝑇 

 273.2 + 𝑇0 
×

𝑃0

𝑃
 
    (2) 

Where T is the ambient temperature, P is the ambient pressure, To is the reference temperature, and 

Po is the reference pressure. This correction factor is recommended for the open (vented) 

ionization chambers for air density correction [10]. 

The ion recombination correction factor Ks was calculated by using the following equation. 

  𝐾𝑠 =
 𝑉1/𝑉2 

2 − 1

 𝑉1/𝑉2 
2 −  𝑀1/𝑀2 

 
    (3) 

Where M1 and M2 are the readings at two voltages V1 and V2, V1 is the normally used polarizing 

voltage, and V2 is a voltage reduced by a factor of at least 3. This correction factor for insufficient 

charge collection in the sensitive volume of the ionization chamber was measured by using the 

two-voltage method [10]. 

The polarity correction factor Kpol was calculated by using the following equation. 

𝐾𝑝𝑜𝑙 =
𝑀1 + 𝑀2

2𝑀1
 
    (4) 

Where M1 is the positive reading obtained with the usual polarity, M2 is the positive reading 

obtained with the opposite polarity. The polarity correction factor due to polarity effect depends on 

radiation quality [10]. 

The calculated values of the aforesaid correction factors for 10×10 cm
2 

and 20×20 cm
2 

field size 

(s) are given in Table 2. 
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Table 2: Calculated correction factors for 10×10 cm
2 
and 20×20 cm

2 
field size (s). 

Unit Name 
Ktp Kpol Ks 

10×10 cm
2
 20×20 cm

2
 10×10 cm

2
 20×20 cm

2
 10×10 cm

2
 20×20 cm

2
 

Elite 100 1.033 1.031 1.006 1.005 1.001 1.002 

Elite 80 1.036 1.035 1.006 1.006 1.001 1.000 

ATC C9 1.032 1.030 1.005 1.004 1.000 1.001 

FYC 260 1.035 1.034 1.004 1.005 1.002 1.003 

 

2.3 Determination of dose maximum Dw(Zmax) at the depth Zmax 

The peak absorbed dose on the central axis of 
60

Co beam is called dose maximum Dw(Zmax). 

Clinical dosimetry calculations are often referenced to the depth of dose maximum Zmax. This 

Dw(Zmax) was determined at the depth of 0.5 cm in water phantom by using equation (5) [10]. 
 

                                                                                    cGy/min    (5) 
 

Where PDD is the percentage depth dose for 
60

Co beam which is usually normalized to 

Dw(Zmax)=100% at the depth of dose maximum Zmax [11]. 

 

2.4 Determination of wedge attenuation factor 

The wedge attenuation factor was determined with various wedge filters of different slopes. The 

wedge filters were placed in the path of incident beam. Gamma attenuation measurement was 

specified at the axial midpoint of the wedge slope. Attenuation of the incident beam by the wedge 

filter generally depends on the wedge angle. Attenuation increases with the increment of the 

wedge angle. Attenuation factors of these filters are essentially required to ensure the prescribed 

dose for the treatment of target organ. Attenuation factor is defined as the ratio of absorbed dose 

rate to water Dw(Zref), with and without wedge, at a point in phantom along the central axis of the 

beam, written as: 

 

 

3. RESULTS AND DISCUSSION 

3.1 Dosimetric assessment 

The absorbed dose rate to water Dw(Zref) at the reference depth of 5 cm, and maximum absorbed 

dose rate to water Dw(Zmax) refer to as Dmax at the depth of 0.5 cm were verified for four 
60

Co 

teletherapy machines. Two empirical relations were formulated based on the experimental 

observation of Dw(Zref) and Dw(Zmax), as presented by Equation 6 and Equation 7. The empirical 

 𝐷𝑤(𝑍𝑚𝑎𝑥 ) =
 𝐷𝑤(𝑍𝑟𝑒𝑓 ) × 100

𝑃𝐷𝐷
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relations were formulated in the form of a quadratic equation by using the trendline options of the 

excel work sheet based on the experimental observations of depth dose variation with the field 

size. The experimental absorbed dose rate to water Dw(Zref) at 5 cm depth can be estimated with 

reasonable accuracy by using the following empirical relation 

Dw(Zref) = a1×F
2
 + b1×F + c1    (6) 

 

Similarly, the measured maximum absorbed dose rate to water Dw(Zmax) at 0.5 cm depth can be 

estimated with satisfactory accuracy by using the following empirical relation 

Dw(Zmax) = a2×F
2
 + b2×F + c2    (7) 

 

Where a, b, c are coefficients and F is the square field size. The numeric values of the coefficients 

for Equations (6) and (7) are given in Table 3. 

Table 3: Numeric values of the coefficients (a1, b1,c1 and a2, b2,c2) and R
2
 

Unit 

name 

Dw(Zref) R
2
 Dw(Zmax) R

2
 

a1 b1 c1 a2 b2 c2 

Elite 100 0.042 2.439 94.787 0.997 0.005 0.988 137.03 0.988 

Elite 80 0.099 5.389 186.04 0.998 0.069 3.982 259.91 0.999 

ATC C9 0.079 4.052 99.694 0.990 0.066 2.953 153.06 0.987 

FYC 260 0.021 1.097 42.279 0.995 0.014 0.645 61.692 0.997 
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Fig. 2. Comparative variation of absorbed dose rate to water Dw(Zref) at the reference depth. 
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Table 4: Experimental and estimated Dw(Zref) for field size(s) 10×10 cm
2
 and 20×20 cm

2
 

 

Unit name Dw(Zref) for 10×10 cm
2
 Relative% 

difference 

Dw(Zref)  for 20×20 cm
2
 Relative% 

difference 
Experimental Estimated Experimental Estimated 

Elite 100 115.86 115.03 0.72 126.78 126.96 0.14 

Elite 80 231.12 229.99 0.49 253.4 254.07 0.26 

ATC C9 133.08 132.34 0.55 148.89 149.25 0.24 

FYC 260 51.34 51.17 0.34 55.58 55.89 0.57 

 

Table 5: Experimental and estimated Dw(Zmax) for field size(s) 10×10 cm
2
 and 20×20 cm

2 

Unit name Dw(Zmax) for 10×10 cm
2
 Relative% 

difference 

Dw(Zmax) for 20×20 cm
2
 Relative% 

difference 
Experimental Estimated Experimental Estimated 

Elite 100 144.10 147.39 2.29 152.75 158.72 3.91 

Elite 80 293.30 292.87 0.15 311.l7 312.10 0.29 

ATC C9 168.88 176.02 4.23 183.13 185.84 1.48 

FYC 260 65.16 69.52 2.46 68.36 69.08 1.05 

These empirical relations rationally estimated the experimental trend of Dw(Zref) and Dw(Zmax) 

within the reasonable accuracy of ±5% as recommended by ICRU [7]. The coefficient of 

determinant (R
2
) of the linear fitting with the experimental values of Dw(Zref) and Dw(Zmax) for four 

60
Co machines were found to be satisfactory as given in Table 3. The comparative variation of 

Dw(Zref) and Dw(Zmax) for the 
60

Co teletherapy machines are shown in Figure 2 and Figure 3. The 

experimental and estimated Dw(Zref) for field size 10×10 cm
2
 and 20×20 cm

2
are given in Table 4. 

From Table 4, it is seen that the minimum and maximum relative deviation between the 

experimental and the estimated values of Dw(Zref) were found to be 0.14%and 0.72% for Elite 

100 machine at field  size (s)1010 cm
2 

and 2020 cm
2
, respectively. In the case of Dw(Zmax), this 

minimum deviation was found to be 0.15% and 0.29% for Elite 80 at field size 1010 cm
2 

and 

2020 cm
2
, respectively as given in Table 5. The maximum deviation of Dw(Zmax) was found to be 

4.23% at field size1010 cm
2 

for ATC C9 and 3.91% at field size 2020 cm
2
 for Elite 100. 

Relatively good agreement was observed for Dw(Zref) based on the relative % difference between 

the experimental and estimated values at 1010 cm
2 

and 2020 cm
2
 field size (s) in comparison to 

Dw(Zmax) in the cases of all the studied 
60

Co machines as presented in Table 4 and Table 5. 
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Fig. 3. Comparative variation of absorbed dose to water Dw(Zmax) at the depth of dose maximum. 

3.2 Variation of wedge attenuation factors with field size 

A representative assessment of the wedge attenuation factors for various field sizes and wedge 

dimensions of two teletherapy units (Elite 80 and FYC 260) are investigated. A wedge is a 

polyhedron defined by two triangles and three trapezoid faces where a wedge has five faces, nine 

edges, and six vertices. The structure of wedges was such that the alignments of the triangle and 

trapezoid faces collapsed into a line and form a regular pentagon. In this study, the place of 

gamma attenuation evaluation was at the axial midpoint of the wedge slope at where the 

measurement was done. The wedge attenuation factors corresponding to three wedge angles of the 

aforesaid teletherapy units are presented in Table 6. This table indicates that the decrement of the 

wedge attenuation factors was found to be relatively small for increment of wedge angles.  

Table 6: Wedge attenuation factors at various wedge angles of Elide 80 and FYC260 
60

Co teletherapy machines 

Wedge dimension 

in cm
2
 

Field size(s) 

in cm
2
 

Wedge angle(s) 

in degree 

Wedge  Attenuation Factors 

     Elite 80 FYC 260 

615 66 

30
o
 0.7835 0.7852 

45
o
 0.6724 0.7338 

60
o
 0.5333 0.6157 

815 88 

30
o
 0.7426 0.7329 

45
o
 0.6195 0.6621 

60
o
 0.4618 0.5729 

1015 1010 

30
o
 0.7097 0.7285 

45
o
 0.5732 0.6074 

60
o
 0.4008 0.5075 
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The variation of the wedge attenuation factor with field size is presented in Figure 4. From this 

figure a descending trend of wedge attenuation factors with increment of field sizes was observed 

for both teletherapy machines. Thus, larger wedge attenuation factor corresponds to smaller field 

size. In this study, a representative measurement of wedge attenuation was performed for the two 

machines only for a simplified assessment. This is because for the same wedge material and wedge 

angle very similar trend is supposed to be found for the wedge attenuation factors which already 

investigated for the two machines. 
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Fig. 4. Variation of the wedge attenuation factors for (a) Elite 80 and (b) FYC 260 60Co teletherapy machines. 
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4. CONCLUSIONS 

A comparative evaluation of the dosimetric characteristic of four 
60

Co units was performed. The 

absorbed dose to water Dw(Zref) at reference depth and dose maximum Dw(Zmax) for the 
60

Co 

teletherapy units was measured. Two empirical relations were formulated that reasonably 

estimated the experimentally measured Dw(Zref) and Dw(Zmax) within the accuracy of ±5%. The 

coefficient of determinant (R
2
) of the linear fitting with the experimentally measured Dw(Zref) and 

Dw(Zmax) indicated a good agreement between the estimated and experimental results of the studied 
60

Co machines. Thus, the empirical relations could be a good option for the routine dosimetric QA 

of the 
60

Co machines. Similar empirical relations were formulated to use in the cases of other 

machines as described elsewhere [12]. An assessment of the wedge attenuation factors for various 

field size (s) and wedge dimensions of two teletherapy units are performed. The increment of the 

wedge attenuation factors at various wedge angles was found to be relatively small for a particular 

field size and wedge dimension. In addition, a descending trend of wedge attenuation factors with 

increment of field sizes was observed for both teletherapy machines.  
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ABSTRACT 

In an earlier communication [1], we observed that spin-orbit coupling play significant role in alloys of the 

heavier elements.  In the same communication, we proposed methodology for take into account the spin-orbit 

coupling in the recursion method for ordered system. The basis used for the representation of the Hamiltonian is 

the TB-LMTO[2]. Since its spareness is an essential requirement for recursion. We also extend the model for 

the rough surfaces. We presented some numerical examples to validate our assumption. The recursion technique 

[3,4] can then be extended to augmented space to deal with disordered alloys. 

 

1. INTRODUCTION 

The discussion of stability properties of alloys of heavier elements requires the inclusion of 

relativistic corrections to  standard electronic structure calculation. It was argued by Singh [5] and 

Paudyalet. al [6] that unless one include at least the scalar relativistic corrections for NiPt, one 

cannot predict the observed low temperature ordering in the 25%, 50% and 75 % composition 

alloys. Scalar relativistic corrections e.g. Mass-velocity corrections and Darwin corrections are 

now routinely incorporated in most electronic structure calculations for both ordered compounds 

as well as disordered alloys. The inclusion of Spin-orbit coupling has been less common. We 

presented the methodology for including spin-orbit coupling in ordered system. 

In many-electron systems the spin-orbit Hamiltonian [7] can be written as, 

    
 

  

 

 

     

  
 ⃗          ⃗           (1) 

As in earlier communication[8], we shall use the self-consistently compound LSDA potential in an 

atomic sphere for the potential V(r). We shall use the spherically averaged form as in standard 

LMTO approaches, although this restriction may be relaxed. We shall use the spherically averaged 

form, as in standard LMTO approaches, although this restriction may be relaxed. We shall also use 

inflated atomic spheres and neglect contributions from the interstitial regions. The use of the 

LSDA potential in HSO has really no formal justification. Stiles et.al. [9] have argued that a more 

systematic approach should be incorporate, within the Hamiltonian, two-body terms of the kind 

introduced by Breit [10]. This would require corrections to the Hartree energy of the form; 

    
      

 

 
∫    ∫     ̅ {            

     ⃗⃗  ⃗

|     ⃗⃗  ⃗| 
           ⃗⃗       

     ⃗⃗  ⃗

|     ⃗⃗  ⃗| 
}  (2) 
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where α       , Eh =27.21 eV and a0=0.529 nm and, 

      ∑    
            

        

 

        ∑    
      ⃗⃗        

       

 

 ⃗⃗      ∑    
              

       

 

          
         ⃗⃗         

The variational derivative of the above equation (2) with respect to the wave function would yield 

the effective spin-orbit term that enters the Kohn-Sham equation as HSO. The first term yields the 

standard spin-orbit term shown by us earlier. The second term yields the so-called “spin-other 

orbit” Hamiltonian, which we have neglected in this work. 

 

2. METHODOLOGY OF PRESENT WORK 

The procedure mentioned in [1] for ordered and surface study may be generalized for application 

to disordered alloys through the augmented space technique [11]. The methodology has been 

described in great detail in earlier papers and the reader are referred to the review [12] for details. 

Operationally the augmented space theorem [12] states that: if we can represent the Hamiltonian in 

a countable (site labelled) basis where the disorder appears in the single site terms, we may 

augment the Hamiltonian by replacing the random elements by operators whose spectral densities 

are their probability densities. This augmented Hamiltonian in an operator in a space which is the 

product of the space spanned by the countable basis and the spanned by the configuration state, 

which, in analogy with many-body scattering theory we call the vacuum state. The configuration 

averaged Green function may then be obtained through the recursion method on the full 

augmented space. 

First we rewrite the Hamiltonian as follows: 

         ⁄    ̃                      

                             ̂ 
   

                      ⁄  

              ⁄   ̃          ⁄                                                                                                         (3) 

where we have: 

                                   ̃  
 

 
   

   

 
 

         ⁄     ⁄       ⁄      ⁄   
      ⁄     ⁄  

                                                      ⁄      ⁄                                                                                   (4) 
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For a substitutional binary random alloy, the site labelled potential parameters have a binary 

distribution: taking values appropriate for the A and B constituents with probabilities proportional 

to their concentrations:   and    . The corresponding configuration space is isomorphic to that for 

an Ising model and the operator whose spectrum is the probability density is: 

             
  √          

     
   

         From equation (3) we get: 

                                 (        ⁄ [ ̃      ]   ⁄ )
  

 

                                            ⁄ (       ̃      )
  

    ⁄                                                         (5) 

     We shall now apply the augmented space theorem to obtain the following: for any single site 

labelled random Hamiltonian element     , using the augmentation transformation we obtain 

 ̂    ∑  
     

  (  
   ⁄

)
       

     

  (  
   ⁄

)
      

   

 

 

                                                 
     

  (  
   ⁄

)
         

     
    

For terms which are not random we have, for example, 

 ̂  ∑ ∑            

     

 

where,    and      are matrices        and          in angular momentum-spin indices and,  

                                                  

                                                       

                                      √                

The configuration averaged Green function matrix element is: 

              | (   ̂   ̂   )
  

|   

where,  

|   |        
 (  

   ⁄
)

  (  
   ⁄

)
      |        

and,  

 ̂        ( ̂     ̂)   ̂̃   ̂  ( ̂   ̂) ̂ ( ̂   ̂)       

             …    ̂  ( ̂   ̂) ̂ 
 ( ̂

   ̂)   ̂   ̂ ̂    ̂ ̂  ̂                                                       (6) 
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States in the configuration space are uniquely labelled by the cardinality sequence            
which denotes the sites at which we have a configuration fluctuation (denoted by a  ) from the 

average state (denoted by an  ). The configuration averaged Green function is then obtained 

directly by recursion in the augmented space with |   as the starting state. The averaged density 

of states and both the local and averaged magnetic moments may then be obtained from the 

averaged Green functions. 

The general recursion method out a change of basis starting from a chosen state in the Hilbert 

space, repeatedly operating on by the Hamiltonian and subtracting project on the earlier members 

through a three terms recurrence relation [2]. The calculations yield the Green function as a 

continued fraction: 

              |        |     

                                        
 

     
  

 

     
  

 
              

  
 

         

                                                                                  (7)                                                                                                   

    is the appropriate terminator obtained from the initial part of the continued function. The 

terminator preserves the herglotz analytic properties of the approximated Green function. We have 

used the terminator of Luchini and Nex [13]. To obtain the magnetic moment, we first obtain the 

spheridized local charge density within an atomic sphere centered at R: 

  
    

 

  
∑     

   
          

 

   
   

    ̇     

                                   
   

   ̇                 ̈                                                                         (8) 

where the energy moments are  

   
   

 
 

 
    ∫             (       )

 
  

 

 

The magnetization density within that sphere is: 

            
            

        

The charge and magnetization densities are then inputs into the self-consistency iterations using 

the LSDA. If we wish to carry out a fully self-consistent solution then the charge and 

magnetization densities are input into an expression of the total energy which should include a 

Breit like term as in equation (2). However, because of the smallness of the spin-orbit correction, 

one usually carries out calculation with it after convergence. In this work we have followed this 

procedure and left the study of the effect of full self-consistency for a later work. 

  The magnetic moment per atom is given by: 

  
    ∫           

     

  

 

 

Also the band energy per atom is given by 



SPIN-ORBIT COUPLING IN DISORDERED SYSTEM 37 

     
   

 ∫ (  
          

       )
  

 

    

 

3. COMPUTATIONAL DETAILS 

For the calculation of the component projected averaged density of states of the binary alloys at 

different compositons; : Ni25Pt75, Ni50Pt50 and Ni75Pt25, we have used a real space cluster of 400 

atoms and an augmented space shell upto sixth nearest neighbor from the starting state. Eight pairs 

of recursion coefficients were determined exactly and the continued fractionis terminated by the 

terminator proposed by Luchini and Nex [11]. For the spin-orbit coupling term, we compared our 

calculations with the parameters estimated by Daalderop et.al. [12]. 

Table 1: The value of d-state spin orbit coupling parameters for different metals and 

alloys 

Huda et. al. Ordered calculation Daalderop et. al. 

Calculation 

Present  calculation 

Material All    All    Solid   Solid  Atomic Material All    All   

Ni 6.31 6.06 6.98 6.91 6.47    

Ni in Ni3Pt 6.28 6.08    Ni in Ni75Pt25 5.98 5.97 

PT in Ni3Pt 14.16 13.84    Pt in Ni75Pt25 13.26 13.03 

Ni in NiPt 6.15 6.15    Ni in Ni50Pt50 5.89 5.78 

Ni in NiPt 14.04 14.04    Pt in Ni50Pt50 13.76 13.71 

Ni in NiPt3 6.19 5.96    Ni in Ni25Pt75 5.80 5.72 

Ni in NiPt3 14.11 13.99    Pt in Ni25Pt75 13.88 13.82 

 

Out estimates for Ni are in good agreement with the results quoted by Daalderopet. al. [12 ] . It 

should be noted that the parameter quoted by Daalderopet. al .is only a part of the contribution of 

the spin-orbit term of the hamiltonian, although it is the most dominant one. Other contributions 

come from the off –diagonal elements of ALL’ as well as from the BLL’  and CLL’. 

We carry out the recursion calculations with the spin-orbit part of the Hamiltonian included. Note 

that we now have to calculate the majority and minority spins simultaneously becuase the presence 

of spin-orbit coupling leads to off-diagonal term in the Hamiltonian between the spin states. 
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4. RESULTS 

Figure 1 displays the density of states of Ni75Pt25, Ni50Pt50and  Ni25Pt75 with spin-orbit coupling. In 

all these cases the fermi energy of the density of states are shifted to zero. Figure 2 displays the 

fractional change in the spin-resolved density of states of of Ni75Pt25, Ni50Pt50and  Ni25Pt75 

 

 

Fig. 1. Density of states for (top) Ni25Pt75, (middle) Ni50Pt50 and (bottom) Ni75Pt25 with Spin-orbit coupling 

included. 
 

Table 2: Comparision between Band Energy(Ryd) and  Magnetic moment(Bohr-

Magneton/atom-cell) for ordered NiPt3, NiPt and Ni3Pt and disordered Ni25Pt75, Ni50Pt50 

and Ni75Pt25 (a) Recursion method without LS coupling (b) With LS coupling.   
Examined properties Ordered Alloys [1] Disordered Alloys 

NiPt3 NiPt Ni3Pt Ni25Pt75 Ni50Pt50 Ni75Pt25 

Band  Energy (a) 4.931 4.682 4.276 4.686 4.523 4.445 

Band Energy (b) 5.032 4.717 4.411 4.781 4.592 4.491 

Diff(b-a) 0.130 0.090 0.070 0.095 0.069 0.046 

Magnetic Moment(a) 0.190 0.000 0.413 0.232 0.334 0.465 

Magnetic Moment (b) 0.203 0.005 0.422 0.277 0.355 0.476 

Diff(b-a) 0.013 0.005 0.009 0.045 0.021 0.011 
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Table 2. represents the band energies and magnetic moments per atom per cell for the above 

mentioned disordered alloys. In case of Ni and Pt based alloys, the change of band energies and 

magnetic moments increases with the increase of heavier atom (Pt) in the disorded alloys. It is also 

observed earlier [1] in case of ordered alloys. So it is evident from here that in case of presence of 

heavier atom, inclusion of spin-orbit coupling term is necessary. Because of spin-orbit coupling 

term, the paramagnetic Pt possess a magnetic moment, which gives rise to non-collinearity in Pt. 
 

5. CONCLUSIONS 

In this work, we present the methodology to include spin-orbit coupling term in recursion method 

for the disordered system.  It is found from our numerical calculation that the spin orbit coupling 

term is very important is important in alloys having heavier elements in case of disordered alloys 

just like the ordered alloys found earlier. The spin-orbit coupling has been found to be important 

for calculating the non-collinearity of magnetic moment and also for calculating anisotropic 

magneto crystalline energy. We intend to carry forward our calculation in these directions. 
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ABSTRACT 

The aim of the present work were to measure the radioactivity levels and annual effective dose as a result of the 

intake of vegetables samples collected from Northern part in Bangladesh. The natural radioactivity levels were 

identified and measured by gamma-ray spectrometry. The observed concentrations of radionuclides in vegetable 

samples ranged from                                              with average              for     ; 

from                                             with average                       ; The activity 

concentration of 40K in vegetable samples ranged from                                            with 

average activity            . Artificial nuclide was not observed in any of the samples. Also the annual 

effective dose due to the ingestion of such vegetables by the population of Bangladesh was studied. The 

estimated total annual effective dose for the ingestion of different vegetables samples and their derived products 

with the long lived natural radionuclides is found to be             , which is insignificantly higher than the 

total exposure per person resulting from ingestion of terrestrial radioisotopes          as proposed by the 

United Nations Scientific Committee on the Effects of Atomic Radiation (UNSCEAR) but this values is below 

the recommended limit by International Commission on Radiological Protection (    ) as the annual dose to 

members of the public,         . 

 

Keywords: Radioactivity level, Vegetables samples, High purity Germanium (      

Effective dose. 

 

1. INTRODUCTION 

Radiation, a fact of our somatic biosphere of everyday life, is energy travelling through space. 

Exposure to radiation has origins such as medical diagnostic and therapeutic procedures [1], 

natural background radiation, nuclear electricity generation and accidents in Nuclear Power Plant 

(NPP), nuclear weapon production & testing [2]. But the natural source of radiation in 

surroundings is responsible for some background radiation [3]. People have potentially been 

exposed to natural ionizing radiation from both terrestrial and extraterrestrial origin. Total number 

of main natural radionuclides from three decay series namely, Uranium, Thorium and Actinium, 

would be around fifty having varying metabolic, chemical and physical properties. Also, 

Potassium-40 (
40

K), Rubidium-87 (
87

Rb), Indium-138 (
138

In), Lanthanum-138 (
138

La) and 

Samarium-147 (
147

Sm) etc. are particular non-series single natural radionuclide, which subsidize to 
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individuals both on the inside and on the outside. Some of the exposures are fairly constant and 

uniform for all individuals universally, for example, the dose from ingestion of 
40

K in foods, while 

other exposure such as cosmic rays depending on location [4, 5]. It is higher at higher altitude [6]. 

The artificial radionuclides are those which are formed as a consequence of medical and industrial 

uses of radioisotopes, the handling of NPPs and as by products from nuclear fuel cycle and other 

from mining, milling, fuel enrichment, fuel preparation for reactor use and plant operation 

disposal, nuclear weapon tests, nuclear accidents [7]. The airborne elements may be interrupted by 

plants or reappearance to the topmost soil during the discharges of radionuclides. As a result, 

Plants may get radioactive nuclides in the two ways: by the deposition of radioactive fallout on the 

plants directly and by absorption from the soil [8]. The total exposure per individual causing from 

ingestion of terrestrial radioisotopes was 0.29 mSv, of which          was from 
40

K and 

         was from thorium (Th) and uranium (U) series, report by        . Exposure from 

inhalation of terrestrial radioisotopes subsidizes further          [9]. 

The external and internal radiation dose in human body may spread the possibility of cancer and 

various radiation-induced problems in the body tissues and may be dangerous to the entire people 

[5].
232

Th, 
238

U, 
210

Pb, 
226

Ra and 
228

Ra are present in leafy vegetables, fruit, root, bean and rice, and 

consequential foodstuffs like manioc flour, corn flour, wheat flour sugar, coffee and pasta etc. The 

annual effective dose due to the ingestion of vegetables and their consequential food stuffs with 

the long lived natural radionuclide is 14.5μSv [10]. In this research paper, activity concentrations 

of 
40

K, 
232

Th  and 
238

U radionuclides in different vegetable samples from Rangpur and Rajshahi 

Division in Northern part of Bangladesh were analyzed as a part of domestic food to launch 

standard data for the activity level of the radionuclides.  
 

2. MATERIALS AND METHODS 

 

2.1  Sample collection and preparation 

 

Two sampling sites were selected in the Northern part of Bangladesh for the collection of 

vegetable samples. Fig. 1 shows the sampling sites of Rangpur and Rajshahi Division. The 

sampling stations are located by the geographical position of Latitude            and 

Longitude           . The conditions for the vegetables selection are usually expended 

appetizing vegetables by the individuals of Bangladesh. Vegetable samples generally grown and 

consumed were collected in the harvesting season. To ensure sufficient representation of each 

area, thirty vegetable samples from the different sampling sites of both areas were collected.  In 

order to determine the fresh weight of the sample, each sample is washed with tap water and 

peeled, if necessary and then dried in air. After that weight of each sample is taken. The ranges of 

fresh weight for vegetable samples are from      to     . Then the samples are cut into suitable 

sizes for dried into a oven and burned approximately 24 h at      . The dried samples are 

grinded, sieved and then reweighed. Now the weight of the sample gives the dry weight of the 

samples. The dry weight of the sample varies from       to       . Each vegetable sample is 

sealed individually into cylindrical screw-cap plastic containers (                          ). 

Measurement of the sealed sample has been carried out after 4 weeks due to allow the 

establishment of radioactive equilibrium between radium and its short –lived daughter products 

[11]. 
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(a) 

 
(b) 

Fig. 1. (a) Map of Bangladesh and (b) Map of Rangpur and Rajshahi Division. 
 

 

2.2 Measurement of radioactivity 

The radioactivity measurements were performed by a high-resolution gamma spectroscopic system 

employing a high purity germanium crystal (    ) coupled with Multichannel analyzer. This 

detector is a        co-axial detector and low background to determine gamma-ray emitters. 

The effective volume of the detector was 83.46 cm
3
 and energy resolution of the          energy 

peak for 
60

Co was found as          at full width half maximum (    ) with a relative 

efficiency of      . The gamma-ray spectrum of each individual sample was recorded using a PC 

based      channel analyzer and processed by Silena Emca plus software. The bias voltage of the 

detector was           . In order to reduce the thermally generated charge carrier to an 

acceptablelevel, the detector is cooled by liquid nitrogen of temperature of      , which is the 

common cooling medium of the detector. To minimize the effect of the scattered radiation from 

the shield, the detector is located at the center of the chamber. The detector was calibrated using 

gamma-ray standard point sources. The counting time for each sample was          . The 

detector was shielded by       lead on all sides with      copper in inner sides and lead 

shielding covered by lead bricks at the top to reduce background radiation effects. The background 

spectra were measured frequently under the same conditions in order to correct the calculated 

sample activities. The characteristic gamma peaks selected for the determination of the different 

radionuclides were         (
214

Pb),         (214
Bi) for 

238
U,               (

212
Pb), 

        (228
Ac) for 

232
Th and          for the 

40
K. Gamma ray spectrum of a vegetable sample 

is shown in Fig.2 [12]. 
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In order to perform the quality control for making relevant samples, a sample with a defined 

activity was analyzed using the generated efficiency curve which is shown Fig. 3 [12]. The 

equation (i) & (ii) were used to calculate the efficiency at different energy. 

     
      

        
  
 

⁄  

 ……………………………………(i) 

Where, A0= the initial activity of the reference sources; A = activity of that reference source on the 

measurement data; λ= the decay constant of the source; t = the elapsed time;   
 ⁄
 = half-life of the 

radioactive source [12]. 

The efficiency standardization curve was made using different energy peaks covering the range 

from        to          to obtain the efficiency of the detector for the 

particular gamma ray energy of interest. The efficiency of the      detector for a particular 

reference source of particular gamma ray energy can be found from the following equation [12, 

13].  

  
      

       
    ……………………………………………….(ii) 

Where,   = efficiency;         = net count per second;   = the fraction of a particular gamma-

rayenergy and     = activity of that reference source on the measurement date. The calculation 

oftheconcentration of different radionuclides is based on the measured detector efficiency as a 

function of energy as in Fig. 3 for the same counting geometry and time. 

 

Fig 2. Gamma spectrum for a vegetable sample [12]. 

 

Fig. 3. Energy vs efficiency curve [12]. 
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2.3 Data analysis 

2.3.1 Activity calculation 

The radioactivity concentration in the environmental samples is found by the following equation, 

  
      

      
    ………..……………………………………..(iii) 

Where,   = activity of the radionuclide in         present in the samples;         = Net count 

per second;    = the fraction of a particular gamma-ray energy;   = efficiency of the detector for a 

particular gamma-ray energy and w = mass of sample in kilogram [12]. 

2.3.2 Lower Limit of Detection (   ) 

An accepted expression for     is given by, 

 

    
    

    
                           

Where,    = the standard error of the net count rate;   = the counting efficiency of the detector for 

the particular gamma ray energy emitted from the particular radionuclides and    = the fraction of 

gamma ray intensity at the particular energy [12]. 

 

3. RESULTS AND DISCUSSION 

3.1  Radioactivity of 
238

U, 
232

Th and 
40

K in vegetable samples of Rangpur & Rajshahi division 

The Radioactivity level of 
238

Uand 
232

Th in each vegetable samples are shown in Table 1.The 

radionuclide concentrations in vegetable samples varied from                        
             with average              for 

238
U; from                                    

with average             for 
232

Th,artificial radionuclide, 
137

Cs activity is not detected at any of 

the sample in this research. The maximum activity of 
238

U is found in the sample Cabbage and the 

maximum activity of
232

Th is found in Asparagus. The minimum activity of 
238

U and 
232

Th are 

found in the vegetable samples Leaf amaranth and Spinach respectively.  

 

Fig. 4. Radioactivity level in different vegetable samples. 
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Table 1: Radioactivity level of 
238

U, 
232

Th and 
40

K in vegetable samples 

 
Sl. 

No. 

Name of 

Vegetables  

Scientific name of 

Vegetables 

Radioactivity levels in Bqkg-1 

238U 232Th 40K 

1 Tannia Xanthosomaviolaceum 37.09 ± 1.06 5.15 ± 0.98 355 ± 21.23 

2 Jute leaf Corchoruscapsularies 31.25 ± 2.54 6.33 ± 0.08 428 ± 32.45 

3 String Bean Vignasesquipedalis   33.10 ± 1.99 5.81 ± 0. 73 433 ± 25.87 

4 Radish Raphanussativus 39.03 ± 0.89 6.12 ± 0.81 416 ± 22.11 

5 Carrot Daucuscarota 44.09 ±2.12 4.89 ± 0.09 389 ± 37.06 

6 Drumstick Moringaoleifera 33.12± 0.87 5.11 ± 0.07 475 ± 29.09 

7 Cauliflower Brassica 

oleracea var botrytis 

32.76± 0.74 5.89 ± 0.11 490 ± 29.11 

8 Asparagus Asparagus officinalis 47.56 ± 3.33 7.21 ± 0. 07 417 ± 35.32 

9 White yam Dioscoreaalata 43.67± 2.91 5.24 ± 0.08 407 ± 19.12 

10 Plantain Musa paradisiaca 37.01  ± 3.03 6.23 ± 0.14 445 ± 28.01 

11 Brinjal Solanummelongena 43.18 ± 1.09 7.49 ± 0.76 507 ± 16.56 

12 Cabbage Brassica 

oleracea var capitata 

61. 99 ± 5.11 5.19 ± 0.95 471 ± 11.87 

13 Bottle gourd Lagenariasiceraria 53.44 ± 4.43 7.21 ± 0.91 409 ± 25.62 

14 Bunching 

onion 

Allium fistulosum 36.15 ±  3.77 6.47 ± 0.19 375 ± 47.23 

15 Green papaya Carica papaya 41.56 ± 3.47 7.12 ± 0.08 487 ± 37.34 

16 Sweet gourd Cucurbita maxima 38.29± 3.22 6.57 ± 0.78 509 ± 19.97 

17 Sweet potato Ipomoea batatus 42.43 ± 4.22 6.73 ± 0.55 417 ± 18.47 

18 Water spinach Ipomoea aquatica 38.76± 3.47 7.54± 0.61 436 ± 27.23 

19 Baby corn Zea mays var. saccharata 37.08 ± 4. 92 5.89 ± 0.08 346 ± 21.64 

20 Spinach Ipomoea aquatica 26.17± 3.56 3.08 ± 0.54 317 ± 27.99 

21 Leaf amaranth Amaranthusviridis 21.47 ± 0. 85 4.46 ± 0.07 327 ± 17.54 

22 Water lily Nymphaea stellata 23.24 ± 0.99 5.69 ±  0.09 306 ± 16.23 

23 Stem 

amaranth 

Amaranthus lividus  24.69± 0.76 3.55 ± 0.06 355 ± 27.43 

24 Sweet gourd Cucurbita maxima 33.06± 0.64 4.75 ± 0.79 435 ± 33.76 

25 Pea Pisum sativum 32.21± 2.54 5.06 ± 0.98 385 ±33.19 

26 Potato Solanum tuberosum 27.05 ± 2. 42 4.84 ± 0.34 408 ± 28.05 

27 Cucumber Cucumis sativus 35.47 ± 0. 93 5.46 ± 0.78 426 ± 31.04 

28 Tomato Lycopersicon esculentum 41.97 ± 2. 55 3.21 ± 0.09 329 ± 27. 98 

29 Turnip Brassica rapa 38.29 ± 1.91 4.23 ± 0.07 385 ± 37.99 

30 Hyacinth 

bean  

Lablab niger 29.81± 3.18 3.59 ± 0.95 312 ± 22.44 

 

From the Fig.4, it is shown that the radioactivity levels of 
238

U in all the vegetable samples are 

within the range                 and the radioactivity levels of 
232

Th in all the vegetable 

samples are within the range               . These values are lower than the values suggested 

by the         for vegetables for the whole world [9]. It is also found that the average 
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radioactivity level of
238

U in measured vegetable samples is      times lower than world average 

value. Similarly the average radioactivity level of 
232

Th in measured vegetable samples is 

     times lower than world average value. A comparison of average radioactivity level (      ) 

of the natural radionuclides in vegetable samples with the results of the present study is given in 

Table 2. 

 

Table 2. Comparison of activity concentration (Bqkg
-1

) of natural radionuclides in 

vegetables 

 

Reference Region 
238

U 
232

Th 

UNSCEAR
(5) 

World Average 318 53 

Present Study Bangladesh 36.53 5.54 

 

The uptake of radionuclides by vegetables from the soil into vegetables is highly complex and 

depends on several factors including vegetables species, soil conditions, the concentration of 

radionuclides in soil and the radionuclides availability in soil [14]. As ICRP (1999), the extra use 

of phosphate fertilizer may be a factor causing the increase of Radium radionuclide concentration 

in the vegetables samples [15]. 

 

 

Fig. 5. The radioactivity levels of 40K in different vegetables sample. 

Among all the natural radioisotopes in the present study, the concentration of 
40

K has the highest 

value. Similar findings have been published by the other authors [16, 17]. This may be due to the 

concentration of 
40

K in the soil is high and higher transfer factor of 
40

K than other natural 

radioisotopes [18]. However, 
40

K is an essential biological element and its concentration in human 

tissue is under close metabolic control [19]. The activity concentration of 
40

K in vegetable samples 

ranged from                    to                     with average activity           . 

As shown in Table 1, the present study revealed that the maximum activity of 
40

K in vegetable 
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0

100

200

300

400

500

600

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29

R
a
d

io
a
c
ti

v
it

y
 (

B
q

/k
g

) 

No. of different vagatales samples 

40K



M. M. HAQUE PRODHAN, M. H. SAHADATH, M. J. DEWAN, A. BEGUM, J.  FERDOUS 

 
48 

activity of 
40

K in vegetable samples is                   , which is found in the vegetable 

sample Water lily. This higher activity of 
40

K might be attributed to the higher biological 

requirement of vegetables for potassium as it is a major essential nutrient element      shows the 

radioactivity levels of 
40

K in different vegetables sample. 

3.2 Dose Estimates 

The annual effective dose was calculated using mean concentration of radionuclide in Bqkg-1, 

annual consumption rate and dose coefficient using the equation , 

                                

Where,  = Annual Effective Dose (     );  = Concentration of radionuclide        );  = 

Annual consumption (     ) and   Dose coefficient (       ) [12]. 

The dose coefficient were                                              for 
232

Th and 6.2 × 

            for 
40

K [20]. The annual consumption rate of vegetable in Bangladesh is calculated 

to be            . The annual effective dose due to each radionuclide is shown in Table 3. 

 

Table 3: Average activity concentration and annual effective dose of different 

radionuclides due to consumption of vegetables by population of Bangladesh 

Radionuclide Average Radioactivity Level in 

       

Annual Effective Dose in 

    

238
U 36.53 0.0996 

232
Th 5.54 0.0772 

40
K 407 0.153 

The estimated total annual effective dose for the ingestion of different vegetable samples and their 

derived products with the long lived natural radionuclides is found to be             , which is 

      times higher than the total exposure per person resulting from ingestion of terrestrial 

radioisotopes             as proposed by        . 
40

K contributed the highest value to the 

total annual effective dose. The estimated total annual effective dose received from long lived 

natural radionuclides 
238

U and 
232

Th in daily ingestion of vegetable samples which 

is              and lower than the total exposure per person resulting from ingestion of 

terrestrial radioisotopes             as proposed by        .It is also found that the annual 

effective dose due to the ingestion of vegetables and their derived products with the long lived 

natural radionuclide is higher than daily ingestion of 
232

Th, 
238

U, 
228

Ra and 
210

Pb in vegetables by 

inhabitants of Rio de Janeiro city, which is              [9]. From the present study, it 

comprised          of the annual dose limit of 1mSvy
-1

for general public [21]. The annual 

effective dose resulting from the studied radionuclides for the adult population in Bangladesh are 

found to be safe. Food is indispensable to human life, thus an important parameter of 

environmental science. The presence of radionuclides in vegetable samples poses a number of 

health hazards, especially when these radionuclides are deposited in the human body, through 

ingestion. The main objective of this study is to determine the radioactivity concentration of 

gamma emitting radionuclides e.g. 
238

U, 
232

Th, 
40

K in vegetable samples. An investigation of this 
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nature is useful for both the assessment of public dose rates and the performance of 

epidemiological studies. Also, maintaining reference-data records will assist in ascertaining 

possible changes in environmental radioactivity due to nuclear, industrial, and other human 

activities. 

 

5. CONCLUSIONS 

The radioactivity concentration of different gamma emitting radionuclides e.g. 
238

U, 
232

Th  and 
40

K 

in different vegetable sample which is collected from Rangpur and Rajshahi Division in Northern 

part of Bangladesh analyzed in this study  to establish a baseline data for the activity level of the 

radionuclides. The estimated total annual effective dose for the ingestion of different vegetable 

samples and their derived products with the long lived natural radionuclides is found to be 

0.329mSvy
-1

, which is 1.134 times higher than the total exposure per person resulting from 

ingestion of terrestrial radioisotopes 0.29 mSvy
-1

 as proposed by UNSCEAR. Though, it is higher 

than daily ingestion of 
232

Th, 
238

U, 
228

Ra and 
210

Pb in vegetables by inhabitants of Rio de Janeiro 

city, which is 0.0145mSv y
-1

.
40

K contributed the highest value to the total annual effective dose. 

The estimated total annual effective dose received from long lived natural radionuclides 
238

U and 
232

Th in daily ingestion of vegetable samples which is0.176mSvy
-1

 and lower than the total 

exposure per person resulting from ingestion of terrestrial radioisotopes 0.29 mSvy
-1

 as proposed 

by UNSCEAR. The presence of radionuclides in vegetable samples poses a number of health 

hazards, especially when these radionuclides are deposited in the human body, through ingestion. 

According to ICRP Protection of the public in situations of prolonged radiation exposure annual 

dose limit for general public       . The annual effective dose resulting from the studied 

radionuclides for the adult population (above or equal of 18years) in Bangladesh are found to be 

safe. So, we can say that though, three long lived natural radionuclides are found in the collected 

vegetable samples but their total estimated effective dose is lower than the total exposure per 

person resulting from ingestion of terrestrial radioisotopes. So, these vegetables are still safer for 

the human health but we have to keep proper monitoring in near future. The future plan of this 

research is that this type of experiment will be exercised for measuring radioactivity level of 

different types of radionuclides in vegetables from all other parts of the Bangladesh.  
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ABSTRACT 

Landslide susceptibility assessment has been performed based on 2017 landslide events in Rangamati district 

using the weight of evidence (woe) bivariate statistical method to identify the possible susceptible areas for 
future landslide occurrence. A number of landslide triggering factor maps are combined with the location of 

previous landslides (inventory). Landslide triggering factors such as rainfall, slope angle, slope aspect, 

vegetation, land use, geology, elevation, distance from the drainage and road are taken into consideration based 
on hazard analysis.  These factor maps and landslide inventory have been derived from the satellite image 

processing. The offset tracking of synthetic aperture radar (SAR) images and the sub-pixel correlation of optical 

satellite imagery techniques were applied to prepare the inventory. These techniques utilize phase correlation 
and normalized cross-correlation (NCC) respectively. Finally, the landslide susceptibility information has been 

retrieved from the conditional probability of previous landslide occurrence on the areas of triggering factors. 

The landslide susceptibility map has been validated from the success rate curve plotting the percentage of 
landslide susceptibility index rank against the percentage of cumulative landslide occurrence. About 20% of the 

highly susceptible areas include 84% of the total landslide area and 30% of the highly susceptible area covers 

more than 99% of the total landslide areas. The study was carried out in Kawkhali, Rajasthali, kaptai, and 
Rangamati Sadar upazilla, among which Rangamati Sadar has been identified as the most landslide hazard-

prone upazilla as 44% of its area are highly susceptible to landslide occurrence. 

 

1. INTRODUCTION 

Landslide is a common geological hazard in Bangladesh and it poses a significant threat to 

development [1]. However, the devastating impact of the landslides can be reduced by taking 

appropriate mitigation measures after identifying the susceptible hazardous areas. Landslide 

susceptibility mapping involves the determination of the spatial extent of a particular type of 

landslides, its volume, and the probability of its occurrence over a period of time and space [2], 

[3]. After the recent landslide occurrence of 2017, landslide susceptibility mapping of the 

Rangamati district has become indispensable to identify the future landslide hazard-prone areas. 

Rangamati, which is well known as indigenous hilly district [4] suffered highest negative 

consequences in its history, as the disaster claimed lives of 152 people in total, severely destroying 

6,000 dwellings, roads, telecommunication system, and power supply, along with an economic 

loss of about USD 223 million [5]. This massive devastating event caused the slope to become 

unstable. As the area which has already suffered from landslides has the probability of suffering 

landslides again, last year’s landslide events in Rangamati indicate the great threat of landslide 

occurrence in the future. Considering the lack of studies about landslides in that area, this area 

(Fig. 1) was a prime choice for producing a landslide susceptibility map. 
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Landslide susceptibility maps can be produced following both the quantitative and qualitative 

approach [6]. Qualitative maps, which is derived from landslide inventory and knowledge-driven 

methods, shows zoning of hazard-prone areas into different categories using descriptive terms 

(high, moderate, low) [7]. On the other hand, data-driven, probabilistic and deterministic methods 

are the quantitative methods to produce susceptibility maps. They employ computer models, 

programming and geospatial technologies to quantify the severity of the possible landslide areas 

[8]. Among quantitative methods, heuristic, statistical probabilistic and deterministic models are 

the most common.  

 

  Fig. 1. The four Upazilla, Rangamati Sadar, Rajasthali, Kaptai and Kawkhali of Rnagamati District were 

chosen as the study area. 

 

Despite being a complex process, the statistical analysis predicts the possible spatial distribution of 

landslides with high accuracy and validation rates [9], [10]. Most commonly used methods of 

statistical analysis, are multivariate and bivariate statistical analysis [11]. Bivariate statistics 

process is based on calculating locations of the previous landslides (inventory) [12] with the factor 

maps. All the landslide triggering factor maps can be categorized, overlaid and weighted [13] 

using some of the methods such as information value method, weight-of-evidence modeling [14] 

and landslide nominal susceptibility factor (LNSF) etc. [15]. Among other statistical-probabilistic 

approaches, weights-of-evidence (WoE) has been used due to the simplicity and higher accuracy 

of the process [16], [17]. This process is also effective in dealing with a large region with the 

heterogeneous ground condition. 

The bivariate statistical modeling combines the landslide inventory with landslide triggering factor 

maps. There exist multiple in-situ approaches for the generation of landslide inventory. However, 
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earth observation techniques are more convenient and capable of accurately investigate the whole 

area. Among other earth observation methods, the combination of offset tracking of synthetic 

aperture radar (SAR) images and subpixel correlation of optical imagery were employed. The 

offset track provided the spatial extent of the landslides and the sub-pixel correlation provided the 

direction of landslide displacement. Multiple factor maps based on detail hazard analysis have also 

been produced from satellite image processing. 

 

2. DATA AND METHODOLOGY 

Landslide hazard analysis results show the association of different factor classes with the previous 

landslides. With the help of available high-resolution DEM and SAR offset tracking and optical 

image sub-pixel correlation, 420 landslide events have been identified and mapped. This past 

landslide occurrence, which causes the slope to become unstable, has the potentiality to cause 

future landslide in the presence of similar conditioning factors based on an assumption that “past 

and present are keys to the future”. A bivariate statistical probabilistic approach known as weights 

of evidence was used to determine the susceptible areas and carry out the hazard assessment. In 

this method, the prior and conditional probability was used to assign weights to each class of the 

triggering factors and determine the degree of correlation and spatial relationships of the factors in 

causing landslide hazard. Later, the results were validated from the gradient of the susceptibility 

index rank and cumulative landslide occurrence curve. 

A number of earth observation data were used for factor map creation and inventory production. 

Offset tracking employed to two SAR single look complex (SLC) images sensed on 6 June 2017 

and 18 June 2017, which gave a 12 days window. The pixel size of the images is 10 meter. For 

sub-pixel correlation, ASTER images were used. The acquisition date of the pre-event image is 

18
th

 March and post-event is 2015 to 2
nd

 January 2017. The VNIR 3N band was utilized for 

analysis. To produce the factor maps, 12.5m ALOS PALSAR digital elevation model and 30 

meters Landsat 8 optical images were used. The rainfall data is collected from the Bangladesh 

Meteorological Department. 

 

2.1 Weight of evidence model 

In this method, WoE, the prior probability is calculated based on past landslides. It assumes that it 

will trigger future hazardous event due to the unstable nature of the slope. When additional 

information about the factors are not available, prior probability give a good estimation about the 

possibility of landslide occurrence by dividing the number of pixels having landslides with a total 

number of pixels in the map [18]. 

        * +  
    (     )

     (     )
 

However, when information such as presence or extent of causal factors of landslides is available, 

then the prior probability is further modified to obtain a conditional probability. This is done by 

producing a binary map (B) for that particular factor depending on the presence and absence of the 

variable in the map. A relationship is then established between the binary maps with the landslide 

inventory, to calculate the conditional probability for a certain condition. According to [18], the 
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factors are conditionally independent of each other, and the conditional probability of occurring a 

landslide given that a particular landslide triggering factor is present is expressed is thereby 

expressed as: 

  * | +  
 *   +

 * +
 

 
     *   +

     * +
 

  

In the equation, S and B denote landslide and factor variables respectively. Pixel area in each map 

is used in the analysis to find out the four possible combinations of probability (Fig. 2). Which are; 

when landslides occur in presence of a potential conditioning factor (Npix1) or absence of it 

(Npix2) when there is no landslide in the map area but the factor is present (Npix3) and absence of 

both landslide and that particular factor (NPix4). This is obtained by crossing the inventory of 

landslides with each factor map to calculate:   

               

                      

                      

                                  

The above variables thereby mean 

nslide =Number of pixels with landslides in the map 

nclass= Number of pixels in the class 

nslclass= Number of pixels with landslides in the class 

nmap= Total number of pixels in the map 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Principle of Weight of Evidence model. 
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Both positive and negative weighted values of each variable are then estimated to find a degree of 

correlation in the presence or absence of the factor using the formula describes by [19], [20]: 

     (
 * | +

* | ̅+
) 

     ((      (           ) ((           )       ) 

      (
 * ̅| +

* ̅| ̅+
) 

      ((      (           ) ((           )       ) 

 

In presence of factor (B) in landslide areas (S) gives a positive weighted value (W⁺), defining the 

correlation between them. On the other hand, a negative weight (W⁻) indicates the absence of the 

factor. Then a Weighted Contrast factor (C) is obtained to see how much the conditioning factor is 

spatially associated with the landslides. A final susceptibility map (LSI) hence, is produced by 

combining the weighted map of each factor through an overlay operation. 

      ⁻ 

             ⁻ 

           

 

Form the above methodology it’s transparent that the WOE necessitates landslide inventories and 

landslide triggering factor maps. 

2.2  Landslide inventory preparation 

Inventory is one of the two types of input needed for Weights of Evidence model to work. The 

location of the previous landslides was determined by offset tracking and the direction of those 

landslides was drawn from the sub-pixel correlation of optical imagery. 

Optical Image Sub-pixel Correlation Technique 

Subpixel correlation uses phase correlation based on furrier shift theorem [21]. It tends to give 

better and more robust results than traditional cross-correlation [22], [23]. It is performed on both 

spatial and frequency domain [24]. The difference in phase indicates a relative displacement 

between two similar overlapping images and that displacement can be derivative of the phase 

difference of Fourier transform (Leprince et al., 2007). [21], [25] mentioned the equation for 

correlation. 

Let i1 and i2 be two images that differ only by a displacement (∆x, ∆y) such that 

  (   )    (         ) 

Let us denote I1 and I2 as their Fourier transform from Fourier shift theorem. This brings us the 

relation 
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  (     )    (     ) 
  (         ) 

In the above relation ωx and ωy is the frequency variables for column and row i.e. amplitude of 

respective frequencies in x and y-direction. The normalized cross spectrum of the images i1 and i2 

relation is 

     
(     )  

  (     )  
 (     )

  (     )  
 (     )

    (         ) 

The relative displacement based on Fourier shift theorem can be obtained by 

   {  (         )}   (         ) 

The subpixel correlation can achieve an accuracy of the 1/20
th

 pixel as it does not require any in 

situ information like GPS measurement [25]. This method only depends on the topographic data 

and the satellite ancillary data. 

SAR Offset Tracking Technique 

Offset tracking provides displacement information parallel to SAR satellite track (Azimuth offset) 

and the track perpendicular (range offset) [26]. The window patch intensity is measured to find the 

motion or displacement between two images of the same area [27]. First, the master (pre-event) 

and slave image (post-event) are co-registered using a Digital Elevation Model (DEM). Afterward, 

to calculate the offset, a Ground Control Point (GCP) grid is specified for the master image. The 

displacement is measured by matching frequency peaks of a patch of pixels in master and slave 

image. If two corresponding window gives the same frequency peaks, they are considered stable 

[28]. Each applied to offset a correlation value is computed, thus permitting calculation of the 

corresponding matching correlation surface (MCS), whose ith and jth element for the generic pixel 

of range and azimuth coordinates (x, y) is the following: [29], [30]. 

   (   )   
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      √
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are the standard deviation values for the master and slave amplitude images, respectively, 

computed on the matching window pixels. The normalized cross-correlation between the master 

and slave image amplitudes is computed. This gives the quality of the calculation. 
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The study faced a limitation in inventory production as the freely available SAR image utilizes C 

band (5-6cm) wavelength. It is hard for C band wavelength to penetrate vegetation cover, resulting 

in some decorrelation. 

 

2.3 Landslide triggering factor map preparation 

 

Factor maps were produced from high-resolution Digital Elevation Model (DEM) and Optical 

image analysis. The DEM is of 12.5meter resolution and is acquired from ALOS PALSAR 

Satellite. Slope and aspect maps were prepared from elevation difference using DEM. Slope 

values for each cell from the raster DEM were calculated using the surface tool in Arc map which 

uses the average maximum technique. The slope represents the maximum rate of change in 

elevation which can be expressed either as a percent of slope or degree of slope. Here, the slope 

values have been represented as the degree of slope. Slope aspect is the direction or azimuth of the 

slope where the rate of change of altitude is maximum (true gradient) with respect to the north [31] 

and is thereby derived from DEM. The value of each cell in the aspect dataset represents the 

direction of the slope of that cell. Aspect is measured clockwise and in degrees ranging from zero 

(due north) to 360 (again due north). Flat areas are assigned value -1 as they have no downslope 

direction. Amount of vegetation cover (biomass or canopy) in the study area is determined by 

using Normalized Difference Vegetation Index (NDVI) method which involves consideration of 

the difference between band 5 (infra-red) and band 4 (red) of Landsat 8 image. The spectral 

reflectance curve for vegetation [32] shows that the maximum absorption by the chlorophyll 

pigment in the plant is in the range of 0.636 to 0.673 micrometer (red band), whereas the leaf 

structure highly reflect infra-red wave having a wavelength of range 0.51-0.879 micrometers [33]. 

Land use and land cover classification maps were also produced from Optical image analysis using 

Maximum Likelihood algorithm based supervised classification tool, which involves the process 

of converting multi-band raster imagery into a single band raster with several categorical classes to 

represent different land covers. Four major classes have been identified- waterbody, vegetation 

cover, bare land and built up the area by compositing the bands 4, 3 and 2 as these three bands are 

visible in the EM spectrum and easily differentiate objects. Distance from waterbodies and 

distance from roads were shown in maps, which have been produced by digitizing waterbodies 

from GeoEye satellite image provided by ESRI. Annual average rainfall is computed from the 

available data acquired from the Bangladesh Meteorological Department and the calculated value 

is used to estimate rainfall values in other regions of the study area based on the elevation [34]. 

The geological formation of the study area was digitized from the geological map of Bangladesh 

produced by [35] 

 

3. RESULTS AND DISCUSSION 

 

The factor maps which contribute to landslide occurrence and the spatial extent of the previous 

landslide has been produced and mapped from the satellite image processing. Hazard analysis has 

been carried out to define the degree of association of these landslide triggering factors with past 

landslides of 2017, which was summarized below in Table 1. 
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Inventory Elevation Slope Angle 

   
Aspect Geology Landuse Pattern 

   
NDVI Annual Average Rainfall Distances from Road 

 

 

 

 Distances from Waterbody  

 

Fig. 3. Landslide triggering factor maps. 
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Table 1: Table showing the hazard analysis results summary 
Factors Major Findings 

Rainfall The threshold value 270 mm 

Slope angle 40-45° (38% slides) 

Slope aspect West facing (43% slides) 

Land use Densely vegetated area 

Vegetation Shallow-rooted vegetation (indiscriminate logging) 

Geology Bokabil formation 

Distance from road 2% within 10 m 

Distance from water bodies 3% within 10 m 

Groundwater level Highest on the landslide day (8.20 m) 

 

The spatial relationship between the landslides and triggering factors (Fig. 3) such as slope, 

elevation, aspect, geology, waterbodies, road, vegetation, land use pattern, and most importantly 

rainfall has been analyzed through this research. Table 1 shows that slope greater than 40 degrees 

have higher susceptibility towards failing than lower slope angle. The higher is the slope gradient, 

the greater is the shear stress acting on the slope. The slope angle ranging between 20 to 30 

degrees have a second highest probability of landslide occurrence among the other classes of slope 

factor. The slopes which are dominantly west facing have greater weight as they have a greater 

amount of precipitation. Since the area has an elevation up to 428 meters, it is also considered as a 

factor to find out how much the elevation is associated with landslide occurrence. It has been 

found that the highest elevated regions have lower susceptibility due to its compactness and 

resistant to weathering processes. Another reason can also be that those regions tend to be less 

accessible due to its greater relief and are thereby subjected to less modification. Geology of the 

study area is also an important factor. Bhuban and Bokabil formation have the highest 

susceptibility value. Both have a positive contrast factor (calculated from WoE) showing positive 

spatial association with a landslide. This is because there is an alteration of sandstone and shale in 

their lithology. Water drains out easily from the sandstone and gets interrupted by the 

impermeable clayey layer resulting in the decrease of friction force in the sand particles causing 

the layer to fail. Tipam and DupiTila formations are also present in the study area but have 

relatively lower susceptibility than the above formation. 

In the case of Land use pattern and Vegetation Index (NDVI), both factors show that areas with 

higher vegetation value have a greater probability of landslide occurrence. Upper class (0.396459 - 

0.56053) of Vegetation Index got higher positive weight value and the same goes for the 

vegetation classes of land use pattern (table 1). This indicates the influence of heavy rainfall which 

makes even the vegetated area unstable. Another reason can be indiscriminate logging practice. 

Population modified the slope and carry out agricultural activities in the slope of the hilly areas. 

Apart from vegetation, bare soil and built up area was also classified to determine the contribution 

of these land use changes in landslide occurrence. Bare soil remains exposed for a long time and 

are subjected to erosion and weathering processes, increasing the susceptibility to slope failure. As 

assumed, the regions where the built-up areas are present have been classified as high hazard 

prone. However, the weighted value for the built-up area is low compared to other land use classes 

because the extent of urbanization in the study area is still low. Distances from the road and water 

bodies show little correlation with landslide occurrence as few landslides occurred closer to the 

road or water bodies; rather the events were more distributed (Fig. 3). Rainfall is found as the most 
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important landslide triggering factor. Water from the rainfall increases the pore water pressure and 

decreases the shear strength of the soil. Moreover, runoff accelerates erosional activity and thus 

makes the slope susceptible to fail. In 2017, Rangamati district experienced around one-third of its 

annual rainfall within a five days period before the landslides. The model also found that the 

rainfall is exhibiting the highest weight value. 

It is logical to think that instead of one single factor rather than a combination of triggering factors 

plays a significant role in landslide occurrence.  The spatial relationship of an individual factor 

cannot alone describe the degree of contribution of its particular classes to landslide hazard 

initiation. The hazard results from the complex interaction of all these factors together, so factor 

classes having lower weighted value does not necessarily imply that it does not have any 

association with the hazard occurrence. In this respect, WoE is an important model to account for 

this complex interaction of all potential landslide triggering factors with the previous landslides. 

The landslide susceptibility map produced from the statistical probabilistic model is given in Fig. 4 

where future landslide-prone areas are quantified into high, moderate, low and very low as shown 

by different color representation in the map. 

 
Fig. 4. Susceptibility Map of Rangamati District produced from Weights of Evidence model. 

 

4. VALIDATION 

 

In order to determine the degree of accuracy, the model needs to be validated to see how well the 

susceptible classes are defined by the weights of evidence model (WoE). A statistical method 

thereby was used to validate the results obtained. 75% of the polygons were used in the analysis to 

training the dataset to produce the susceptibility map. Later, the area of each susceptible hazard 
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class was divided further into 32 classes and the percentage of hazard-prone areas was computed 

from the overall hazard map. The percentage of landslide susceptibility index rank was then 

plotted against the percentage of cumulative landslide occurrence to produce the success rate 

curve. The validation was carried out from the gradient of the success rate curve. About 20% of 

the highly susceptible areas include 84% of the total landslide area and 30% of the highly 

susceptible area covers more than 99% of- the total landslide areas (Fig. 6). 

The landslide susceptibility map that was produced from 2017 landslide events was classified into 

high to very low susceptible classes, summarized in table 2. About 21.7%, 47%, 18.9% and 12.4% 

of the study area fall in high, moderate, low and very low landslide hazard-prone classes 

respectively (Fig. 5).  

 
 
Fig. 5. Bar chart showing susceptible classes. 

 
 

 
Fig. 6. The graph shows the success rate of the model used. 

 

The table below shows how much of each upazilla of the study area is susceptible to landslide 

hazard. From Table 2 and Fig. 7, it can be perceived that Rangamati Sadar has highest and Kaptai 

upazilla has the lowest landslide susceptibility compared to other upazillas. 

 

Table 2: Upazilla-wise area and percentage of landslide susceptible classes 

 

 Very Low Low Moderate High 

 

Area 

(Sq.meter) 

Percentage 

% 

Area 

(Sq.meter) 

Percentage 

% 

Area 

(Sq.meter) 

Percentage 

% 

Area 

(Sq.meter) 

percentage 

% 

Rangamati 

Sadar 108033125 22.96 108244218.8 23.009 149407656.3 31.75 104745312.5 22.26 

Rajasthali 3784218.75 1.40 38423593.75 14.23 168187812.5 62.30 59532968.75 22.05 

Kawkhali 0 0 26488750 11.65 146109062.5 64.30 54625625 24.04 

Kaptai 23962187.5 18.78 34094375 26.72 51025625 39.99 18504843.75 14.50 
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Fig. 7. Pie chart shows the high and moderate susceptible areas. 

 

5. CONCLUSIONS 

 

The number of 2017 landslide in Rangamati was staggering which has motivated to conduct this 

study to identify the future susceptible areas. The study used a bivariate Weights of Evidence 

model where landslide inventory and conditional factors such as rainfall, slope angle, slope aspect, 

vegetation, land use, geology, elevation, distance from the drainage and roads, were used. The 

majority of the factor maps were produced from digital elevation model and optical satellite image 

analysis and the landslide inventory was produced from SAR image analysis, namely, offset 

tracking and from the sub-pixel correlation of optical imagery. These techniques are based on 

Fourier shift theorem. The sub-pixel correlation works on both spatial and frequency domain. The 

normalized cross-correlation (NCC) is used in both techniques to find out the quality of the 

correlation result. The combined method enabled to identify the previous landslides required for 

the susceptibility mapping. Finally, the landslide susceptibility information has been retrieved 

from the conditional probability of previous landslide occurrence on the areas of triggering factors. 

The Weight values which define the spatial relationships of the factors in occurrence of landslides 

shows that higher slope (>45 degrees), elevation greater than 89 meters, hills predominantly facing 

in West direction, geological formation having alteration of sandstone and shale (Bhuban and 

Bokabil), presence of vegetated and bare area has higher contribution to landslide occurrence than 

other classes of the respective triggering factor. Rainfall has been observed to be the main causal 

factor as it received the highest weight value among the other conditioning factors. Drainage and 

road have little relation to the occurrence of landslide since the events were widely distributed 

over the area. The landslide susceptible areas are then divided into several classes from very low 

to high hazard prone. From the analysis, it has been observed that Rangamati Sadar has the highest 

and Kaptai upazilla has the lowest susceptibility towards landslide hazard occurrence. The method 

was validated from the success rate curve. It plots the percentage of landslide susceptibility index 

rank against the percentage of cumulative landslide occurrence. The produced susceptibility map 

can later be utilized by the policymakers to manage the severity of devastating landslide 

occurrence in future by taking appropriate advance mitigation strategy. 
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Rangamati Sadar Rajasthali

Kaukhali Kaptai

29% 

33% 
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Kaukhali Kaptai
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ABSTRACT 

The recent surge in the utilization of semiconductor nanostructures for solar energy conversion has led to the 

development of high-efficiency solar cells. Some of these recent advances are in the areas of synthesis of new 

semiconductor materials and the ability to tune the electronic properties through size, shape, and composition 
and to assemble quantum dots as hybrid assemblies. The emergence of quantum dot-sensitized solar cells has 

provided an alternative way to harvest sunlight for energy conversion.  In this paper, InGaN-based quantum dot 

intermediate band solar cell model has been proposed. Insertion of quantum dots leads to the formation of an 
intermediate band between the conduction and valence band which contribute relatively higher short circuit 

current and open circuit voltage because of wide bandgap GaN host material.  Performance of the solar cell has 

been investigated under a wide variety of intensities, wavelengths and series resistances. Our mathematical 
simulation showed that the cell has a short circuit current of 44.6 mA, open circuit voltage of 1.3304 V and 

84.06% Fill Factor under 116 mW/cm2 light intensity. Consequently, relatively higher power conversion 

efficiency of about 43% has been achieved which is much higher than the literature value reported elsewhere. 
MATLAB version 7.10.0499 (R2010) software has been used for the necessary calculation and simulation 

involved in this procedure. 

Keywords: Efficiency, Enhancement, Quantum dots, Bandgap, Solar cells, Intermediate band.  

 

1. INTRODUCTION 

Researchers all over the world are making numerous efforts to produce wide spectrum solar cells 

which can use of most of the solar spectra. The most promising candidate to realize this goal is 

Quantum Dot Intermediate Band Solar Cell. The intermediate band solar cell concept was 

proposed to overcome the limitations of conventional silicon based single junction solar cells 

whose conversion efficiency is limited by various factors like charge carrier recombination, non-

radiative intrinsic losses, material bandgap etc [1]. They have a limited operation range because 

they convert light energy from a small part of AM 1.5 solar spectra [2] and most of sun‟s energy 

goes unused. The aim of third generation photovoltaics is cost effective, environment friendly 

power generation. In 1997, Luque and Marti proposed that efficiency of ideal solar cells can be 

increased by photon induced transitions at intermediate levels [3]. Intermediate bands can be 

formed by using Quantum Dots (QD). Quantum dots (QD) are nano sized semiconductor particles, 

typically in the range of 2 to 10 nms. Carrier movements in these nanoparticles are confined in all 

three spatial dimensions by potential energy barriers. So their electrical and optical properties can 

be tuned as desire by varying their size [4]. In a p-i-n structured solar cell, quantum dots are 

embedded into the intrinsic region with spacing close enough to form a miniband. It is also found 

from the literature reports that if quantum dots (QDs) are stacked densely; they will electrically 

couple along the stacking direction and form minibands [5]. Since, carriers that are excited into the 

superlattice minibands spatially separate in an internal electric field of a solar cell, the electron–
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hole recombination rate for the photoexcited carriers decreases, and consequently, the electron 

lifetime in the miniband increases [5]. It creates a narrow band of states in the middle of the 

bandgap of a photovoltaic material. Unlike conventional solar cells, where the incident photon 

energy must be greater than the bandgap energy of the material to conduct current; in a quantum 

dot solar cell, a relatively low energy photon can excite an electron from valence band to 

intermediate band. Later, it can be moved from intermediate band to conduction band by another 

low energy photon. Thus, the addition of embedded quantum dots in the solar cell material makes 

it possible to utilize photons with lower energy than the material‟s bandgap. Number of 

intermediate bands can be one or more. If there is only one intermediate band, the solar cell is 

called single intermediate band solar cell. If the number of intermediate band is more than one, the 

solar cell is called a multiple intermediate band (MIB) solar cell [6]. To design a multiple 

intermediate band solar cell, one must use different sized quantum dots in the intrinsic. If quantum 

dots of only one size and one particular bandgap are used, the solar cell will have single 

intermediate band. Single intermediate band solar cells can reach a maximum power conversion 

efficiency of 63.1% with concentrated sunlight [3]. This significantly overcomes the Shockley 

Quiesser limit [3]. Quantum dot solar cells have been claimed as „The next big thing in 

Photovoltaics‟ by researchers [7]. Several combinations of dot material and solar cell material 

have been tried out by researchers. Cadmium Selenide (CdSe), Lead Sulphide (PbS), Lead 

Selenide (PbSe), Indium Arsenide (InAs) and Indium Gallium Nitride (InGaN) have been viewed 

by researchers as appropriate dot materials [7-12]. The photovoltaic materials in which QDs are 

embedded are called host materials. Several combination of dot-host materials have been tried out 

by scientists. CdSe QD with Titanium Dioxide (TiO2), InAs QD on Gallium Arsenide (GaAs) has 

shown good performance [13-18]. Insertion of QDs increase light absorption and hence the short 

circuit current of the solar cell but reduces the open circuit voltage. Quantum dot solar cells made 

of narrow bandgap semiconductors, have open circuit voltage typically below 1 V. This problem 

can be overcome if a wide bandgap photovoltaic material is used as the host material. InGaN dot 

on GaN has been proposed by researchers for improved performance because of larger bandgap 

energy to compensate phonon relaxation loss, greater effective mass for easy confinement, 

increased number of possible intermediate bands, high transition rate of electrons etc. [19-22]. 

Previously, Gallium Nitride (GaN) based Indium Gallium Nitride (InGaN) quantum well solar 

cells have been reported to have notable performance [23-24]. By using Quantum Dots, the 

performance of GaN based solar cells can be further enhanced. Both wurtzite and zinc blende 

Indium Gallium Nitride quantum dots provide a wide range of tunable bandgap and wavelength 

[23-25].  

The effect of incorporating InGaN QDs in the absorber region increases photon absorption. 

Because of using low bandgap QDs, they can absorb even photons which have lower energy than 

GaN‟s bandgap energy. The tunable bandgap, expected high radiation resistance, and strong 

absorption coefficient of the InxGa1−xN material system are promising for high-efficiency 

photovoltaic systems [26]. InxGa1−xN/GaN based materials have played an influential role and 

become promising challenger in the ultramodern fabrication technology because of some of their 

notable features [27].  In this paper, we have used the minimum obtainable bandgap of the wurtzite 

In0.99Ga1-0.99N quantum dots [28] to increase the photon absorption of a single intermediate band 

solar cell. These solar cells are 10 nm in radius and have a bandgap of 0.79 eV [28]. In order to 

calculate the photocurrent, one needs to consider the absorption cutoff wavelength of the base 

material. The total absorption range is extended over the absorption wavelength interval of the QD 

and base material regions [29]. The absorption cutoff wavelength of GaN is 365 nm. So, with GaN 
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as the base material, the resulting absorption range is 365 nm to 1565 nm [28]. So we have studied 

the device performance under different intensities & wavelengths and derived the different 

performance parameters; such as open circuit voltage, short circuit current, fill factor and power 

conversion efficiency. The effect of series resistance was also studied at different wavelengths. 

MATLAB version 7.10.0499 (R2010) software has been used for necessary calculation and 

simulation involved in this procedure. 

 

2. THEORETICAL FRAMEWORK 

2.1 Choosing an appropriate model 

Several analytical models have been proposed by researchers to determine the performance of 

quantum dot solar cells. We have used the model proposed by Aroutionian, Petrosyan and 

Khachatryan [30]. The cell has a   nip  structure. Dimensions of the cell are similar to those 

used in ref. [24]. InGaN quantum dots have a radius of 10 nm and are embedded into the intrinsic 

region between p and n type GaN region as shown in Fig. 1. 

 

 
 

Fig. 1. Structure of quantum dot solar cell. 
 

2.2 Governing equations 

2.2.1 Photocurrent calculation 

If the wavelength of the incident light is  , and flux F( ) , the electron-hole generation rate at a 

depth ‘z’ is given as- 

           zFRzGp   exp1,
                                  (1) 

Here, R() is the surface reflection coefficient and ()  is the light absorption coefficient of GaN. 

These coefficients were obtained from ref. [31-33]. The solar spectrum model described by black 

body curve has been used here with AM1.5, 1 sun condition. So, the spectral distribution of solar 

flux incident on the cell surface is provided by the following equation: 
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Where, ‘h’ and ‘k’ are Planck’s constant and Boltzmann constant respectively, ‘c’ is the 

velocity of light and T1=5760K.  Photo generated electron current density at z=zpis given as   
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Here, e denotes the absolute value of electronic charge and 
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The total photocurrent collected by p type can be calculated as- 
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Here, 1 is the absorption cutoff wavelength of GaN ( 365 nm). Photocurrent collected by n type 

region can be estimated in a similar manner taking into account the attenuation of light through the 

p type and intrinsic region. For the QDs inside the intrinsic region, rate of photocarrier generation 

is- 

           )](exp[1, pDDD zzFRzG                                   (5) 

Where, D() is the absorption coefficient of the QD ensemble and was estimated using the data 

from ref. [34] for InGaN alloys. 

The photocurrent collected from the QDs is given as- 
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Photocurrent collected from the GaN barrier regions within the intrinsic region is- 
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Where, the photocurrent generation rate in the barrier region is given as- 
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Here, VD is the volume of a single quantum dot and nD is the volume density of QDs. 

Total photocurrent collected from the intrinsic region is- 
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Where, 2 is the absorption cutoff wavelength of the quantum dots ( 1569 nm).  
 

Taking into account the recombination losses for the intrinsic region, the short circuit 

current density of the cell is given as- 
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Here, if  is the transport factor, in other words, the mean probability that a charge carrier 

will cross the intrinsic region without being captured or recombined. 

The total current density of the cell is- 
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Here, the reverse saturation current of the junction, J0 has two components. One is due to 

minority carriers generated at the edges of the depletion layer and given as- 
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cN  and 
vN  are the effective density of states in GaN, nD and pD are the electron and hole 

diffusion constants respectively, DN is the donor concentration in the n type region and AN  is the 

acceptor concentration in the p type region. gBE  is the bandgap value of bulk GaN and v is the 

ideality factor. 

Another component of reverse saturation current is constituted by minority carriers    generated in 

the interior of the intrinsic region by thermal excitation. It is given as- 

)exp(2
vkT

E
Aj

effeff

s 
                                              (13) 

Here,    gDDDgBDDeff EVnEVnE  1 .  

gDE  is the bandgap of the quantum dots used in this research, which is 0.79 eV. It was 

calculated for In0.99Ga1-0.99N alloy using the Brus equation [28, 34]. 

2322 /4 eff

eff EhckTneA                                            (14) 

Where, n is the average refractive index of the intrinsic region. 
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2.2.2 Calculation of open circuit voltage 

 

Open circuit voltage of the cell was calculated using the following equation: 
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2.2.3 Efficiency and Fill Factor calculation 

 

Efficiency of the solar cell at the maximum power point can be can be calculated as- 
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Where, 2

0 /116 cmmwP  is the incident solar flux for 1 sun, AM 1.5 condition.  
optt   is defined by 

the following equation: 
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Fill factor of the cell is determined using the relation given bellow: 

OCSCVI

P
FF

max
                                                      (18) 

Where, 
maxP is the output power obtained at maximum power point. 

 

Average annual solar radiation arriving at the top of the Earth's atmosphere is roughly136.1 

mW/cm
2
 [35]. The Sun's rays are attenuated as they pass through the atmosphere, leaving 

maximum normal surface irradiance at approximately 100 mW/cm
2
 at sea level on a clear day. 

When 136.1 mW/cm
2
 is arriving above the atmosphere (when the sun is at the zenith in a cloudless 

sky), direct sun is about 105 mW/cm
2
, and global radiation on a horizontal surface at ground level 

is about 112 mW/cm
2
. The latter figure includes radiation scattered or reemitted by atmosphere 

and surroundings. The actual figure varies with the Sun's angle and atmospheric circumstances. 

Therefore, it is unlikely that a solar cell will receive radiation greater than 116mW/cm
2
; hence, we 

did not use solar intensity more than this value in our mathematical simulation.  

 

3. PARAMETERS AND SIMULATION 

Parameters for the calculations have been obtained from different sources that documented either 

theoretical or practical values. Interpolation formula has been implemented to obtain some of the 

parameter values. Necessary calculation and simulations have been performed with MATLAB 

version 7.10.0499 (R2010a) software. 

Simulation was carried out for wavelengths of 370, 400, 459, 516, 620, 729 and 826 nm 

respectively with the intensities fixed at 116 mW/
2cm  and I-V curve were obtained for intensities 

of 116, 100, 70, 50, 30 and 10 mW/
2cm respectively.  
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Table 1: List of Parameters 
Parameter name        Value [24, 28, 33] Units 

Acceptor atom concentration, NA 1.00  10
24

 3m  

Donor atom concentration, ND 1.00  10
24

 3m   

Volume of QD (VD) 4.25  10
-18

 3cm   

Volume density of QDs  
1710731017.1   

3cm  

Bandgap of GaN, EgB  3.42 eV   
Bandgap of QDs, EgD 0.79 eV   
Surface recombination velocity for electrons, Sn 1.00  10

3
 scm /   

Surface recombination velocity for holes, Sp 1.00  10
3
 scm /   

Diffusion length of electrons, Ln  12510
-6

 cm   

Diffusion length of holes, Lp 7910
-6

 cm   

Diffusion constant of electrons, Dn 25 scm /2

  

Diffusion constant of holes, Dp 9 scm /2

  
Transport factor, fi  0.12  

Effective density of states in conduction band, Nc  210
18 3cm   

Effective density of states in valence band, Nv 110
19

 3cm   
p-region length, Zp 0.1 m

 
i-region length, Zi  0.25 m

  
n-region length, Zn  0.15 m   

 

4. RESULTS AND DISCUSSION 

 

We have studied the performance of our proposed solar cell under different solar intensities and 

wavelengths. The effect of series resistance on the cell efficiency was also studied at different 

wavelengths. At first, we have deremine the I-V characteristics curves of the proposed model for 

different wavelengths at different intensities. Figure 2 shows the current versus voltage curve of 

the proposed cell for different intensities at 370 nm wavelength. It is found from this figure that 

the maximum short circuit current of 44.6 mA was obtained when the light intensity was 116 mW/
2cm  and the open circuit voltage at this intensity was found to be 1.3304 V. It is also noticed 

from our mathematical simulation that both short circuit current and open circuit voltage were 

found to decrease at lower intensities. For the intensities of 100, 70, 50 and 30 mW/
2cm ; short 

circuit current was 38.45, 26.91, 22.7, and 11.53 mA, and open circuit voltage was 1.323, 1.304, 

1.287, 1.261 V respectively. When the intensity was reduced to 10 mW/
2cm , both the short 

circuit current and open circuit voltage were found to decrease to 3.85 mA and 1.2 V, respectively.  
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Fig. 2. I-V curves for different intensities at 370 nm wavelength. 

Figure 3 shows that at 400 nm wavelength, with an intensity of 116 mW/
2cm , the cell showed 

maximum short circuit current of 36 mA and an open circuit voltage of 1.3249 V.  At lower 

intensities, the value of short circuit current and open circuit voltage was reduced. Under 100, 70, 

50, 30 and 10 mW/
2cm intensity, short circuit was 31.03, 21.72, 15.52, 9.31, 3.1 mA and open 

circuit voltage was 1.317, 1.299, 1.281, 1.255 and 1.198 V, respectively. 
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Fig. 3. I-V characteristics for different intensities at 400 nm wavelength. 

 

  
Fig. 4. I-V characteristics for different intensities at 826 nm wavelength. 
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It is found from the Fig. 4 that when the intensity of light was used as 116 mW/cm
2
, the cell has a 

short circuit current of 3.3 mA and open circuit voltage of 1.2635 V at a particular wavelength of 

826 nm. It is clear from this figure that both the short circuit current and open circuit voltages are 

decreasing with the decrease in light intensity. Hence, it can be concluded from Fig. 2, Fig. 3 and 

Fig.4 that the cell has a maximum short circuit current and open circuit voltage at a particular 

wavelength and intensities of 370 nm and 116 mW/cm
2
, respectively.  

 

Fig. 5. I-V characteristics for different wavelengths at fixed intensity of 116 mW/
2cm . 

 

Here, we have derived the I-V characteristics curve by varying the wavelengths and keeping the 

intensities fixed at 116 mW/
2cm .  Figure 5, shows the I-V characteristics curve at different 

wavelength ranging from 370 to 826 nm at a fixed intensity of 116 mW/
2cm . Parameters derived 

from this characteristics curve are listed in Table 2. 

Table 2: Performance Parameters at different wavelengths 

 (nm) 
SCJ (mA/cm

2
) 

OCV (V) 
maxP (W)  % FF (%) 

370 44.6 1.3304 0.04988 43 84.06 

400 36 1.3249 0.04007 34.54 84.01 

459 23.7 1.3142 0.02614 22.53 83.93 

516 16.4 1.3047 0.01794 15.47 83.84 

620 9 1.2893 0.00971 8.37 83.68 

729 5.2 1.2752 0.00554 4.78 83.53 

826 3.3 1.2635 0.00348 3 83.41 
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It is evident from Table-2 that the solar cell demonstrated the utmost efficiency of 43%, open 

circuit voltage of 1.3304 V, short circuit current of 44.6 mA, and fill factor of 84.06% at the 

particular wavelength of 370 nm.  It is also noticed from this table that the efficiency, open circuit 

voltage, short circuit current, and fill factor of the cell is found to decrease with the increase of 

wavelength. It can be concluded here that with increase of wavelength, photon energy capture by 

the solar cell is decreased. Hence, open circuit voltage, short circuit current and therefore output 

power of the cell is reduced.  When the wavelength is increased to 826 nm, the efficiency of the 

cell is reduced to 2.7% but the fill factor of the solar cell is not reduced remarkably over the entire 

range of wavelength.  

 

Fig. 6. P-V curve of the solar cell for different wavelengths of light. 

 

Now, we derive the P-V characteristics curve of the solar cell for different wavelengths of light. 

Here, the P-V curve have been obtained for an intensity of 116 mW/
2cm . From the P-V curve 

shown in figure 6, it is evident that the solar cell delivers more power at shorter wavelengths. This 

is because at shorter wavelength the intensity of the incident photons is high; hence, more short 

circuit current is generated. Here, also noticed that peak power delivered by the cell is 0.04988 W/
2m for the wavelength of 370 nm.  
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Fig. 7. Solar cell efficiency at different wavelengths. 

 

Fig. 8. Effect of series resistance for 370 nm wavelength. 

Here, we estimate the solar cell efficiency at different wavelengths while keeping the solar 

intensity fixed at 116 mW/
2cm . It is evident from Fig. 7 that the maximum efficiency offered by 

this cell is 43% for a particular wavelength of light of 370 nm.  It is known that at higher 
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wavelengths, photons have less energy, and the amount of photon absorption is reduced. 

Consequently, the efficiency of the solar cell is decreased with the increase in wavelength.   

Finally, we have studied the effect of series resistance on the solar cell performance for different 

wavelengths. It is clear from the Fig. 8 that the efficiency of the solar cell drops to lower value 

from 35.27 to 27.98 to 21.81 to 17.42 to 14.31, and to 12.85%, respectively, when the series 

resistance increased from 5 to 10 to 15 to 20 to 25, and to 29 ohm, respectively, for the particular 

wavelength of 370 nm. The corresponding fill factors were 68.96%, 54.70%, 42.64%, 34.05%, 

27.89% and 25.12%, respectively. It is evident from Fig.8 that the maximum value of series 

resistance without reducing the maximum short circuit current is 29 Ohm. If the series resistance is 

increased beyond this limit, it will cause a drop in the maximum value of short circuit current and 

it will be less than 44.6 mA. 

 

Fig. 9. Effect of series resistance at 400 nm wavelength. 

 

Now, we examine the effect of series resistance for the particular wavelength of 400 nm. It is clear 

from the Fig. 9 that with increasing the series resistance from 5 to 10 to 15 to 20 to 25 to 30, and to 

35 ohm, respectively the corresponding efficiency of the solar cell drops from 29.49 to 24.60 to 

20.22 to 16.58 to 13.83 to 11.80, and to 10.43%, respectively for this wavelength. The 

corresponding fill factors were 71.33%, 59.83%, 49.17%, 40.32%, 33.65%, 28.71% and 25.36%, 

respectively. The maximum value of series resistance that doesn‟t cause a drop in maximum value 

of short circuit current is 35 ohm. If series resistance becomes more than 35 ohm, the cell will 

have lower maximum short circuit current than 36 mA. 
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Fig. 10. Effect of series resistance at 826 nm wavelength. 

 

Last of all, we examine the effect of series resistance on the solar cell performance for the 

particular wavelength of 826 nm. It is found from the Fig. 10 that with changing the series 

resistance from  30 to 70 to 100 to 150 to 200 to 300, and to 350 ohm, respectively, the 

corresponding efficiency drops from 2.74 to 2.41 to 2.16 to 1.8 to 1.48 to 1.06, and to 0.93%, 

respectively. The corresponding fill factors were 76.33%, 66.93%, 60.22%, 50.08%, 41.28%, 

29.61% and 25.98%, respectively. The maximum value of series resistance that doesn‟t cause a 

drop in maximum value of short circuit current is 350 ohm in this case. If series resistance 

becomes more than 350 ohm, the cell will have lower maximum short circuit current than 3.3 mA. 

It is concluded here from the Fig. 8, Fig. 9 and Fig. 10 that the increase in series resistance affects 

the fill factor of the solar cell. It is also found that at shorter wavelengths, the fill factor is much 

affected by a certain value of series resistance.   

Finally, we have compared the efficiency of our proposed solar cells with the previously reported 

results.  Thosar et al. have demonstrated the GaN/InGaN solar cell and studied the efficiency of 

their proposed model [36]. Their proposed model showed the short circuit current and open circuit 

voltage of 3.40 mA /cm
2 

and 1.98 Volt, respectively by using Ga-face p-GaN/n-InGaN 

heterostructure solar cell.  Ramizy et al. [37] characterize the GaN/p-Si solar cell prepared by 

simple technique.  They have found from their simple GaN based solar cell that open circuit 

voltage ranging from 0.45 to 0.7V, short circuit current from 16 to 16.6 mA, Fill Factor from 0.26 

to 0.30 and efficiency from 4.8 to 8.8% depending on annealing temperature from 373K to 573K.  

Recently, researchers have enhanced the solar cell conversion efficiency of InGaN/GaN Multiple 
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Quantum Wells (MQW) by piezo-phototronic effect [38]. Their solar cell produced 1.17 mA/cm
2 

short circuit current due to enhanced optical absorption and open circuit voltage was below 1.1 V. 

The conversion efficiency of the InGaN/GaN MQW solar cell was 1.24%, where FF was found to 

be 56.7%. Though the measurement technique is different, our simulated results showed that the 

cell has a short circuit current of 44.6 mA, open circuit voltage of 1.3304 V, Fill Factor of 84.06% 

and power conversion efficiency of about 43% which are much better than the literature value 

reported elsewhere. 

 

5. CONCLUSIONS 

Proper theoretical treatment is prerequisite to realize high efficiency single intermediate band 

Quantum Dot solar cells in practice. Here, we have studied the performance of a single 

intermediate band quantum dot solar cell based on theoretical model. We have studied the 

performance parameters of the solar cell under a wide variety of intensities, wavelengths and 

series resistance. In order to increase the photocurrent of a wide band gap solar cell, we have used 

very low bandgap (0.79eV) Quantum Dots in the intrinsic layer of the p-i-n structure. This leads to 

the formation of an intermediate band between conduction band and valence band. Due to the 

formation of intermediate band at this particular level, the device has achieved high short circuit 

current. At the same time, the proposed solar cell maintains a high open circuit voltage because of 

wide bandgap of the host material of GaN. In this design, we have used 10 nm sized In0.99Ga1-0.99N 

quantum dots. With 44.6 mA short circuit current, 1.3304 V open circuit voltage and 84.06% Fill 

Factor, the cell showed 43% efficiency which has crossed the Shockley Queisser limit.  This is the 

highest value of theoretical calculated efficiency for this type of solar cell than previously reported 

literature value. The proposed solar cell has shown promising results as a wide spectrum solar cell.  
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ABSTRACT 

Lee model code is a computation tool which can simulate and calculate all gross properties of a Dense Plasma 

Focus (DPF) device. The code can also be used to design efficient device and to predict the properties of the 

new device. In this paper detailed procedure is given to fit a DPF device into the Lee code. Types of parameters 

and their details are given. Manipulation of four model parameters (   ,   ,     and    ) are discussed 

elaborately to fit a device by matching the computed total current profile with the experimental total current 

profile of the device. This paper is helpful for researchers those have started to use Lee model code for DPF 

study. 

 

Keywords: Dense plasma Focus, Fusion neutron, Lee code 

 

1. INTRODUCTION 

The Dense Plasma Focus (DPF) took attention in the scientific community in the early 1960s as it 

produces intense burst of fusion neutrons operated in Deuterium/Deuterium-Tritium gas. It is a 

hydrodynamic coaxial plasma accelerator [1,2]. It was discovered by N. V. Filippov [1] and J. W. 

Mather [2]. It was then considered as an efficient pulsed fusion device. It is also a compact 

powerful source of multi-radiation [3]. 

When operated in deuterium, the fusion neutron burst contains typically 10
15 

neutrons per second 

over duration of tens of nanosecond [4]. The x-ray emission power peaks at 10
9
W over a period of 

nanoseconds. Though the power of this device can be varied from mega-joule to sub-kilojoule, but 

every machine emits same energetic particles and radiations. Thus it becomes an experimental tool 

for fundamental and applied research related to fusion, neutron production, hard x-ray and high 

brightness soft x-ray production and astrophysical phenomena [5].The device is used for various 

medico-biological and industrial applications such as lithography (using 0.9–1.5 keV photons), 

radiography, microscopy (using 0.25–2.5 keV radiations), and micromachining (using 4 keV 

photons) [6]. 

To study and predict the properties of DPF device by numerical experiment, Lee model code is 

developed to simulate and predict all gross focus properties combining electrical circuit with 

plasma focus dynamics, thermodynamics and radiation. The basic model, described in 1984 [7], 

was successfully used to assist several projects [8–10]. Radiation coupled dynamics was included 

in the five-phase code, leading to numerical experiments on radiation cooling [4]. The vital role of 
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a finite small disturbance speed discussed by Potter in a Z-pinch situation was incorporated 

together with real gas thermodynamics and radiation-yield terms [11]. Then plasma self-absorption 

was included in 2007, improving the Soft X-Ray (SXR) yield simulation [12,13]. The code has 

been used extensively in several machines including UNU/ICTP PFF [14-17], NX2 [17-20], and 

NX1 [18,21] and has been adapted for the Filippov-type plasma focus DENA [22]. A recent 

development is the inclusion of the neutron yield   (neutron yield) using a beam–target 

mechanism [23-27], incorporated in recent versions of the code (versions later than RADPFV5.13) 

[4], resulting in realistic    scaling with        (Pinch current) [23,24]. Extensive numerical 

experiments have been carried out systematically resulting in the uncovering of neutron [23,24] 

and SXR [28-35] scaling laws over a wider range of energies and currents. The numerical 

experiments also gave insight into the nature and cause of neutron saturation [32,36,37]. It has also 

led to design and predict the properties of new devices. 

At present research works are being conducted using Lee model code in the following related 

areas of DPF devices. Measurements of model parameters versus gas pressure [38], effects of 

pressure variation on neutron yields [39], electron beam properties on deuterium plasma focus 

[40], parametric optimization for neutron production [41], material testing for plasma facing wall 

in thermonuclear fusion reactor [42]. 

In this paper, we have demonstrated the procedure of conducting numerical experiment using Lee 

model code for any plasma focus device. The code that has been used for this investigation is 

RADPFV5.15de.xls [4]. This code is written using Microsoft Excel Visual Basic language. The 

user interface is an MS Excel window.  

The procedure of numerical experiment depends on current profile matching of a device. The 

standard practice is to fit the computed total current waveform to an experimentally measured total 

current waveform using four model parameters representing the mass swept-up factor   , the 

plasma current factor    for the axial phase and mass factor     and current factor     for the radial 

phases.  Because it has been found that the current profile/wave form of the plasma focus is one of 

the best indicators of gross performance of the device [4]. The axial and radial phase dynamics and 

the crucial energy transfer into the focus pinch are among the important information that is quickly 

apparent from the current trace [42]. These parameters determine the axial and radial dynamics, 

specifically the axial and radial speeds of the plasma sheaths which in turn affect the profile and 

magnitudes of the discharge current. The detailed profile of the discharge current during the pinch 

phase also reflects the Joule heating and radiative yields [42]. 

The paper is targeted to researchers or learners who are new in the arena of dense plasma focus 

research. Construction and working principle of the Dense Plasma Focus device with Lee model is 

discussed in this paper. Later on fitting procedure for any DPF device in the code is being 

discussed elaborately. Numerical experiment procedure has been presented with methodical 

approach.  

This paper is divided into five sections. Section 1 is an introduction that contains brief overview 

including contributions and results of several groups around the world in the last few years. Then 

following topics are discussed elaborately in rest of the sections accordingly: Description of DPF 

device (Sec. 2), Lee model with system model equations (Sec. 3), fitting procedure of DPF devices 

in Lee model code (Sec. 4) and summary of the work (Sec. 5). 
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2. DESCRIPTION OF DPF DEVICE 

DPF is constructed with two co-axial electrodes (anode and cathode) separated by an insulator in a 
vacuum chamber. The device uses the power stored in bank of capacitors. Generally, the device is 
filled with gases like Helium, Neon, Argon, Xenon, Nitrogen, Hydrogen, Deuterium etc. The 
filling pressure of the vacuum chamber is generally few mbar (Torr). When a shot is fired in this 
device, electric current starts to flow from anode to cathode which generates current sheath around 
the anode and hence a powerful azimuthal magnetic field is produced (Fig. 1). 
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Fig. 1. Schematic of DPF device with axial and radial phase. [Here   is the position of current sheath (C.S.) at 
any time  , a & b are the radius of anode and cathode,    &    are the radius of magnetic piston and current 

sheath shock front in radial phase]. 

During operation, two phases develops in this device. The first one is the axial phase where the 
current sheath is accelerated along the anode due to the JxB force, where J is the current flowing 
through the plasma sheath and B is the magnetic field. The second one is the radial phase where 
the moving current is collapsed into the pinch phase at the end of the anode length [43]. During the 
operation, in axial phase current is allowed to increase at peak value as the capacitor is discharged 
to its peak at first half cycle. Then the current suddenly decreases as the moving sheath undergoes 
into the radial phase. The JxB force squeezes the current sheath to a pinch plasma column where 
burst of multi radiation occurs in a scale of nanoseconds [43]. The sequence of events in pinch 
phase is depicted below where the variation of plasma sheath in radial phase with time is 
represented with the maximum compression at t=0 ns (Fig. 2). 

Current Sheath

Fig. 2. Shadow graphic sequence of plasma column compression in radial phase in UNU/ICTP PFF at 4.0 
mbar deuterium pressure [4]. 
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3. THE LEE MODEL  

The Lee model couples the electrical circuit of the DPF device with Plasma Focus dynamics, 

thermodynamics, and radiation enabling a realistic simulation of all gross focus properties [4]. 

This Model composed of axial and radial phases primarily. The radial phase is then composed of 

another four phases such as- radial inward shock phase, radial reflected shock phase, slow 

compression (radiative) phase and expanded column axial phase. The axial phase is described via 

snowplow model and radial phases are described via elongating slug model [4].  

For axial phase, system model equations consists of equation of motion of the plasma sheath and 

circuit equation of the device [4]. 

The equation of motion of the plasma sheath which is obtained using snowplow model is given by 

   ( 
   )    

 

  
( 

  

  
)   

   
 

  
(   )                       (1) 
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Fig. 3: Schematic electrical circuit diagram for DPF device in Lee Model. [Here  ( ) is the circuit current, 

 ( ) &  ( ) are dynamic inductance and dynamic resistance respectively.] 

The device can be represented with a circuit diagram. The Circuit equation of the model comes 

from this circuit (Fig. 3). The equation is simply the voltage law of Kirchhoff in   -  - ( )-   

loop. 

 

  
[(      ) ]         ∫

   

  
    (2) 

Where    is the capacitor voltage,    is the static inductance,    is the static resistance of the 

circuit,  ( ) and  ( ) are dynamic inductance and resistance and   
 

  
(   ) . 

Equation (1) & (2) are the generating equations of the model. They contain the physics built into 

the model. They are coupled equations. The equation of motion is affected by the electric current 
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 . The circuit equation is affected by the current sheath motion       and position  . They can be 

integrated to get the instantaneous values of   and  . 

The radial phase (Fig. 1, right side) is described via four coupled equations [4]. In this phase, less 

mass loss occurs due to compression configuration, so radial mass swept-up factor     is 

introduced in this phase.  

The first equation computes the radial inward shock speed from the driving magnetic pressure 

which is given by- 

   

  
  {

 (   )

    
}
 
 ⁄    

    
    (3) 

The second equation computes the axial elongation speed of the column. 

   

  
 

 

   

   

  
     (4) 

The third equation computes the speed of the current sheath (magnetic piston), allowing the 

current sheath to separate from the shock front by adiabatic approximation [4]. 
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The fourth equation is the circuit equation for radial phase. 
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Where,    radial piston position,    radial shock front position,    axial piston position,   specific 

heat ratio for filling gas and     
 

  
(   )   

 

  
(  

 

  
)   . 

Equation (3)-(6) can be integrated to find the instantaneous values of   ,  ,   and  . Based on the 

system model equations (1)-(6) all plasma focus properties are calculated and determined by the 

code. 

 

4. FITTING PROCEDURE OF DPFS IN LEE CODE 

 

The Code is configured in such a way that it can work for any plasma focus device. This is done 

by inserting some parameters into the code. To fit a plasma focus device in Lee Model Code one 

has to able to input and manipulate four kinds of parameters as given in Table 1 with 

classification. These parameters are- 

a. Bank Parameters, b. Tube Parameters, c. Operation Parameters, d. Model Parameters 
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Table 1: Parameters and their classifications 

Bank Parameters   Operational Parameters 

Capacitance of the capacitor banks,      Charging voltage of capacitor banks,    

External or Static inductance,      Fill pressure of the filling gas,    

Circuit resistance,      Atomic number of filling gas,   

   Molecular Weight,    

   Dissociation number,            

Tube Parameters   Model Parameters 

Outer electrode or cathode radii,     Axial mass swept-up factor,    

Inner or anode radii,     Axial current factor,    

Anode length,      Radial mass swept-up factor,     

   Radial current factor,     

At first, a discharge current waveform for a specific DPF machine is collected from laboratory 

experiment. Then the code is configured with the bank, tube and operational parameters of that 

machine. Secondly model parameters are varied to fit the computed total current profile to the 

measured total current profile. Because it has been found that the current profile/waveform of the 

plasma focus is one of the best indicators of gross performance of the device [4]. Fitting of the 

current profile is followed by two steps: fitting of axial phase and fitting of radial phase. The axial 

phase is fitted by maintaining three points on the measured current profile such as current rise 

slope, topping profile and peak value (Fig. 3). The radial phase is fitted by the matching of two 

points, slope of dip and bottom of dip in the measured current profile (Fig. 3). 

 

Fig. 3: The 5-point fitting of computed current profile to measured current profile. [4] 

 

4.1 Fitting of axial phase 

The axial phase starts from the bottom of the anode where plasma sheath starts to move in axial 

direction and is finished when the current sheath reaches to the end of the anode. Maximum 
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energy will transfer into the focus pinch, when the current rises to       at the anode top (Fig. 3). 

Therefore to get an exact fitting of axial phase in current profile, manipulation of     and     is 

required as necessary. By varying these two parameters one needs to observe the changes that 

appear on the total current (      ) profile. In this case, the current rise-time, rising shape and peak 

current (     ) are observed and compared with the profile of measured        (Fig.3). But 

manipulation of these two model parameter has intrinsic significance. Without understanding the 

internal plasma dynamics, it is not possible to fit the computed        profile with the measured 

profile of       . In the following subsection fitting procedure using model parameters is discussed. 

  

 

Fig. 4: Effect of    in computed total current profile, keeping    constant. 

 

4.1.1 Change of     

Change of     means the change of the fraction of current which actually moves with the moving 

current sheath in the axial phase. If     increases by keeping    constant, the amount of current 

flow increases. It means that tube inductance also increases. Thus the current rising slope flattens 

and the axial phase duration decreases (Fig. 4). The decrement of     has reverse effects as stated 

above. 

 

4.1.2 Change of     

Change of     means the change of the fraction of mass of the filling gas which actually moves 

with the moving current sheath in the axial phase. A decrease in     will show the similar effect in 

increasing     and vice versa (Fig. 5). But changing     does not incorporate any tube inductance. 

Hence, increasing     and decreasing     at the same time will not produce a current profile same 

as previous. 
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Fig. 5: Effect of    in computed total current profile, keeping   constant. 

 

4.2 Fitting of the Radial Phase 

The termination of the axial phase is initiation of the radial phase. It means that when the current 

raises its peak value then it starts to fall down and the radial phase begins. Radial phase includes 

shocking and compression of current sheath. These phenomena start the rolling over of current 

sheath. Dipping and sharp dipping in the current profile are found as the focus dynamics enters the 

pinch phase. Hence, fitting of the radial phase includes the fitting of the current dipping slope and 

the end of the dip (Fig. 3). This is done by changing the model parameters     and     as given in 

the following subsection. The two model parameters    and    related with axial phase will be 

kept constant at         and        during the fitting in radial phase. These values of    and 

   are obtained during fitting current profile in axial phase. 

4.2.1 Change of     

Change of     affects the slope of the current dip. Increase in     decreases the slope and vice 

versa (Fig. 6). In this case,     is kept constant at the value of 0.7. This decrement occurs due to the 

velocity of the radial phase decreases with the increase of    . As the velocity decreases the 

inductive load of the radial phase also decreases.  

  

 

Fig. 6: Effect of     in computed total current profile, keeping     constant. 
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4.2.2 Change of      

During the radial phase fitting, increasing      decreases the end time of radial phase and vice 

versa. This means by increasing      one is able to deepen the bottom of the dip and by decreasing 

flatten the bottom of the dip of the current profile (Fig. 7). This can be explained as such if the 

amount of current passing through the pinch (      ) is relatively low then most of the remaining 

current goes unaffected by the pinch. Thus the dip of        profile becomes flatten. Increase of     
also increases       which works on the dip of        profile other way around. 

  

Fig. 7: Effect of     in computed total current profile, keeping     constant. 

 

Based on the fitting principle by model parameters    ,  ,    and     a concise table is developed 

for fitting computed        with the measured       . 

Table 2: Change of model parameters and associated actions 

Model parameters Actions 

    increase 

 Axial speed decrease. 

 Dynamic resistance of the tube decrease. 

 Current flow increase due to low resistance. 

 Axial speed tends to increase due to current increase. 

 Overall current rise slope decrease. 

 Time of axial phase end or radial initiation increase. 

    increase 

 Current flow increase. 

 Axial speed increase. 

 Time of radial initiation decrease. 

    increase 

 Radial phase speed decrease. 

 Dip slope steepness decrease. 

 Computed dip arrival time increase. 

    increase 

 Radial phase speed increase. 

 Computed dip arrivals time decrease. 

 Bottom of the dip deepens. 
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5. SUMMARY 

Dense plasma focus is a compact, powerful device for high energy particles and radiations. It has 

numerous applications such as- material modification, substance detection, neutron activation 

analysis, medical neutron therapies, lithography, micromachining and so on. To predict and 

simulate the properties of this device Lee code is used. Numerical experiment can be carried out 

using this code by fitting any DPF device.  

The paper presents the description of DPF device and Lee code. Then fitting procedure of any 

DPF device in the code has been presented with a systematical approach. To fit, four types of 

parameters such as   ,  ,    and     are needed to insert and manipulate in the code. For a specific 

machine, bank, tube and machine parameters are used for a specific operational condition. Then 

model parameters are varied sequentially until a best match is found between computed and 

measured total current profile of the machine. Thus, the Lee code is configured and made ready to 

run numerical experiment for a specific machine. 

This paper is a preliminary documentation for those who are new in the area of dense plasma focus 

research. It will work as a quick guide for fitting any DPF device in Lee code for any research 

purpose. Further study requires the manipulation of bank, tube and operation parameters for any 

new device design and simulation. Future work will be aimed at optimization of neutron 

production for the application of the neutron in radio isotope production. 
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ABSTRACT 

Neutrons and gamma rays flux and dose values have been calculated for PWRs and BWRs using a visual basic 

computer programme developed for the purpose. Calculations are made considering standard core volume and 

power density of the core but varying thermal powers within the range 600 MW to 1800 MW. Flux and dose 

values both for PWRs and BWRs are obtained from the calculation of fission rate of 235U. In the present work, 

several volumes of the core and multilayer combinations give the option to choose the suitable combination for 

any nuclear power reactor. The calculations so performed will be, in general, useful for calculation of the 

biological shielding of a power reactor.  

 

1. INTRODUCTION 

A nuclear reactor is a prolific copious source of potentially dangerous nuclear radiation [Fig. 1]; it 

is unavoidable too, since most of the radiation released originates with the emission process itself. 

In addition to the energetic neutrons and gamma rays that are emitted simultaneously with the 

fission event, the fission fragments formed are highly radioactive nuclides that emit ,   and   

radiation. There are several sources of radiation to be considered [1,2]. These are prompt fission 

neutrons, delayed fission neutrons, prompt fission  -rays, fission product decay  -rays, inelastic 

 -rays, capture  -rays and activation  -rays. That nuclear radiation can be injurious to man is 

beyond dispute, and to enable personnel to work in the vicinity of an operating reactor, it is 

necessary to absorb the nuclear radiation released in a thick shield surrounding the core, in order to 

reduce the radiation dose level to a tolerable level in the region beyond the shield. A thorough 

analysis on biological shielding was done by M. S. Hossain et al. [3,4]. 

 

Nuclear reactor is a continuous source of ionizing radiation. Shields must be placed around a 

nuclear reactor and at various points in a nuclear power plant in order to protect operating 

personnel and the public at large from the radiations emanating from the installation. Reactor 

shields may be designed for several functions. An integral part of instituting any radiological 
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protection program is the establishment of biological shielding for the control of ionizing radiation 

and individual radiation exposures.  

 

The designation and extent of such arrangements should be based on sources of radiation exposure 

to individuals, potential pathways for radiation exposure to individuals from routine activities and 

from postulated credible accident conditions, available shielding and methods to control radiation 

exposure. It is used to keep the dose limit to permitted level exposed to occupational and public 

surrounding the reactor.  According to International Commission on Radiological Protection 

(ICRP) report number 60 and report number 75, the recommended dose limit for occupational 

exposures has decreased to20 mSv/year [5, 6]. This can be achieved only by installing biological 

shielding around the reactor core. By knowing the characteristics of the reactor core, thermal 

shielding, and reactor vessel the size of the reactor biological shield can be estimated. The 

objective of this study is to calculate the radiation doses due to gamma-rays and neutrons at the 

edge of biological shield of a nuclear reactor. 

 

 
Fig. 1. Sources of radiations from a Nuclear Power Reactor [2]. 
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1.1 Nuclear power reactors   

 

The reactor most widely used in the world today for producing electric power is the thermal 

reactor, which is moderated, reflected, and cooled by ordinary (light) water, as water has excellent 

moderating and thermodynamic properties and it is readily available at little cost. On the other 

hand, water has a high vapor pressure, which means that light water reactors (LWRs) must be 

operated at high pressures. Basically two types of light water reactors are in use now pressurized 

water reactor (PWR), and boiling water reactor (BWR). 

In the PWR water enters into the pressure vessel at a temperature of about 290 
0
C, flows down 

around the outside of the core where it serves as a reflector, passes upward through the core where 

it is heated, and then exits from the vessel with a temperature of about 325 
0
C. The water in a 

PWR is maintained at a high pressure, approximately 15 MPa. At this pressure the water will not 

boil, at least not to any great extent. 

Since the water does not boil in the reactor, the steam for the turbines must be produced external to 

the reactor. This is done in steam generators, which are heat exchangers with pressurized water on 

the hot side. High pressure, heated coolant water from the reactor enters at the bottom and passes 

upward and then downwards through several thousand tubes each in the shape of an inverted U. 

This is a heterogeneous reactor that uses slightly enriched uranium as fuel and light water as 

moderator and coolant. The core is contained in a cylindrically shaped pressure vessel under a 

pressure of 1000 to 2000 pounds per square inch (15 MPa) along with the core support structures, 

the control rod clusters and other parts directly associated with the core.  PWRs keep water under 

pressure so that it heats, but does not boil. Water from the reactor and the water in the steam 

generator that is turned into steam never mix. In this way, most of the radioactivity stays in the 

reactor area. 

In the BWR, water is allowed to boil at high pressure. In the BWR the steam is formed in the 

reactor itself and goes directly to the turbines –steam generators in separate heat transfer loop are 

not necessary as they are with the PWR. For this reason, the BWR is said to operate in a direct 

cycle. The pressure in a BWR is approximately 7 MPa, about one-half the pressure in a PWR. As a 

result, the wall of the pressure vessel for a BWR need not be as thick as it is for a PWR. However, 

it turns out that the power density (watts/cm
3
) is smaller in a BWR than in a PWR, so the overall 

dimensions of a pressure vessel for a BWR must be larger than for a PWR of the same power. As 

far as the cost of the pressure vessel is concerned, these two effects more or less tend to offset one 

another.   

The development of the boiling water reactor started somewhat later than the pressurized water 

reactor. The BWR is essentially similar to the PWR. It uses light water for both moderator and 

coolant and it uses enriched uranium fuel in the form of small ceramic pellets of uranium di oxide 

in zircaloy tubes. The spacing between the fuel rods is slightly larger than in the PWR. Therefore, 

the volume of core of BWR is larger than the PWR, both having the same thermal power. Hence 

the power density of BWR is smaller. The main difference between the two reactor types is that in 

the PWR the light water coolant is artificially pressurized to stop it boiling whereas in BWR it is 

not. The pressure in the reactor is much less than the pressure in a PWR, which produces steam at 

the same conditions. The pressure in the BWR system is maintained at about 72.5 bar. The 

thickness of the pressure vessel in BWR does not necessarily need to be as thick as in PWR. Fig. 2 

shows the design layout of a nuclear power plant. 
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Fig. 2. Design layout of a nuclear power plant (PWR). 

 

2. TOTAL RADIATION IN A NUCLEAR POWER REACTOR 

Many of the physical measurements and most of the practical shielding applications actually 

involve the energy spectrum of all fission neutrons and gammas, both prompt and delayed. 

Radiation sources are considered here to be materials, which emit either neutrons or gamma 

photons. The measure of the strength of a source is its rate of emission, i.e., flux or dose. The 

source strength is measured in terms of the flux or dose emission. 

  

Radiations are classified as primary and secondary radiations. As has been discussed primary 

radiation results from nuclear fission: it includes the gamma radiation from the decay of the 

radioactive fission products. Secondary radiation includes all other sources of radiations including 

gamma radiation generated in the shield materials due to the interaction of the primary neutrons 

with the materials of the shield, this radiation is a decisive factor in determining the thickness of 

the reactor’s outer shield. Fission radiations can be obtained from fission reactions and are given 

by 

  Rf = A1 + A2 + A3 + A4 + A5      (1) 

where, Rf = Summation of total radiation,  A1 = Radiations from prompt fission neutrons Npn, A2  

= Radiations from delayed fission neutrons NDN, A3 = Radiations from prompt fission gamma rays 

Npγ, A4 = Radiations from equilibrium fission product (decay) gammas
t , and A5 = Radiations 

from thermal neutrons capture. 

Although the release of the primary neutron and gamma radiation is not distributed uniformly 

throughout the reactor core, for many practical computations it is adequate to assume it is, and to 

regard the core as a constant volume source of these radiations. This is a suitable point at which to 

establish some approximate formulae for neutron and gamma ray source strengths for a reactor 

releasing heat at a steady rate. Assuming that 2.5 fast neutrons are released per fission, then the 

volume source strength [2] of fast neutrons in the core is given by  

Svn = 7.8   10
16  (P/V) neutron cm

-3
 s

-1
    (2) 
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where, Svn is the neutron source strength in the reactor core, and (P/V) is the power density in 

watts per cubic centimeter. 

Assuming that the total primary gamma radiation released per fission consists of 7.54 MeV from 

prompt and 7.6 MeV from fission products, the volume source strength [2] of primary gamma rays 

is given by  

  Sv= 2.18   10
17  (P/V) gamma photons/cm

3
-sec   (3) 

where, P is the thermal power (in MW) of the reactor and V is the volume (in cm
3
) of the core. 

 

2.1 Flow diagram for the calculation procedure of neutrons and gamma rays  

The volume source strength of neutron and gamma radiation in the core is calculated using Equs. 

(2 and 3). These equations are solved for total fission radiation, prompt fission gamma rays and 

neutron fluxes and doses to the surface of the reactor core edge. To calculate these parameters the 

values of volume of the core, core surface area, source strength of radiation per unit volume, Sv, 

fission neutron and fission gamma-ray fluxes are calculated and used. This is shown in the 

interface labeling of the designed programme. Fig.3.Input values of the programme calculations 

are shown by three blank boxes represented by X, Y and Z. Command button of the programme 

running, new calculation and shut down of the programme calculation is shown by C. Output 

calculated values from the programme are represented by R1 and R2.  

The calculated values of the programme are shown in Fig. 4. Programme runningtypical input 

values and output results are shown. Among the three command buttons calculate button gives the 

result of calculation is shown. New command button will inter next new set of values and will give 

results of calculation accordingly. End command button will end the programme of calculation. 

 
Fig. 3.  Programme labelling for fission radiations (flux and dose values) for a power reactor. 
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Fig. 4. Snapshot of calculation for flux and dose values from computer programme. 

 

 
 

 

Fig. 5. Variation of radiation flux/dose on the core surface of a PWR of thermal power 1200 MW. 
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Fig. 6. Variation of radiation flux/dose on the core surface of a BWR of thermal power 1200 MW. 

 
 

 
Fig. 7. Variation of radiation dose on the core surface of PWRs and BWRs. 
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3. RESULTS AND DISCUSSIONS  

Because of the complexity of the radiation source and also of the power distribution in an 

operating core, calculations related to the core and vessel fluxes and subsequently the required 

biological shield thicknesses become hazardous. To face this situation, calculations have been 

done using a computer programme. The calculations are made at the edge of the core surface Fig. 

2. 

The rapid calculation done this way allows the user to fully explore design variations in order to 

optimize the shield design, as it was previously done using softwares RANKERN [7] and 

MCBEND [8] of British Nuclear Fuels Limited (BNFL). However, for present the calculations a 

software developed in the work was used Figs. 3 and 4.  

The overall power density (watts/cm
3
) of a PWR is higher than that of a BWR as the pressure 

vessel is comparatively smaller in PWR having the same power. In the work, values of total fission 

radiations (flux and dose) in the core are calculated both for a PWR and a BWR having different 

possible cylindrical core sizes. Calculations are made varying thermal powers as well in the range 

from 600 MW to 1800 MW. In future dose calculation of the biological shield will be carried out 

for multi-layers of shield combination. 

 

3.1 Core surface flux and dose values 

In the present study, nuclear power reactors (PWRs and BWRs) having thermal power values 600 

MW, 900 MW, 1200 MW, 1500 MW and 1800 MW have  been  considered and the radiation 

source strength (Sv), fluxes and doses of radiation at the surface of the reactor core are calculated.  

Figs. 5 and 6 show the results of variation of these quantities with the variation of core volume. 

The volume has been varied by varying radius and height of the reactor core keeping thermal 

power fixed at 1200 MW. The values of radiation source strength flux and dose decrease as core 

volume (PWRs and BWRs) is increased. For PWRs the values of total doses at the core surface are 

found to vary between 4.2  10
14 

Sv/hr and 2.7  10
14 

Sv/hr respectively for core volume values 

8.8 m
3
 and 16.6 m

3
. For BWRs these values are respectively 2.7  10

14 
Sv/hr and 1.8  10

14
Sv/hr 

for 16.5 m
3 

and 29 m
3
 of the core volume. Of these total dose values, neutron contribution is much 

larger than that of gammas – more than 20 times.  

In case of PWRs the source strength due to photons becomes almost half with increase of the core 

volume by doubling in magnitude. Similar pattern is also observed for the BWRs. This ratio is 

again maintained for the case of neutrons. Variation pattern of such a nature is expected, as the 

thermal power has been kept unchanged in the calculation while the core volume has been 

increased allowing the photons (or neutrons) to be distributed in a wider volume and thus reducing 

the number of the sources per unit volume. 

The core surface radiation flux due to photons has reduced obviously with the increase of core 

volume, but not by the same proportion. The ratio is now around 1.5 rather than becoming double 

while the core volume has been halved in magnitude. Of course, similar variation pattern is again 

observed in case of surface radiation flux due to neutrons. The core surface radiation dose values 

also vary similarly like the radiation flux. This pattern of variation is again same for both PWRs 

and BWRs. 



ANALYSIS OF NEUTRONS AND GAMMA RAYS DOSES OF A FISSION REACTOR 103 

3.2 Variation of source strength and core surface radiation with thermal power 

Fig. 7 shows the calculated values of total fission radiations (flux and dose) in the core of PWRs 

and BWRs having standard cylindrical core sizes [9-10]. The core height and radius are mentioned 

in the table captions. These values have been taken from literature. For each value of the volume 

different thermal values, e.g., 600, 900, 1200, 1500 and 1800 MW were considered. 

Corresponding values of source strength, core surface radiation flux and core surface radiation 

dose have been calculated separately for gamma photons and neutrons.  

The source strength, core surface radiation flux and core surface radiation dose values vary 

linearly with thermal power values for PWRs and BWRs for both gamma photons and neutrons. 

These results are expected. In case of source strength and radiation flux, gamma photon 

contribution is more than that of neutrons – nearly three times. Of course, the neutron contribution 

to the core surface radiation dose is larger than that of gammas; this time the ratio being around 22 

times. These tables may help the reader to easily compare between the core surface radiation dose 

in a PWR and a BWR for the same thermal power. One may observe that for such a case the dose 

values are 1.42 – 1.48 times higher for PWRs than for BWRs. The above mentioned results are 

also evident from Figs. 5-7. In the calculations, the values of doses are separated according to the 

radiation emission per unit energy interval. These divisions of radiation doses are shown in Fig. 4. 

 

4. CONCLUSIONS 

 In this study, the radiation source strength (Sv), fluxes and doses of radiation at the surface of the 

reactor core are calculated for different sizes (height, radius etc.). The values of radiation source 

strength, flux and dose decrease as core volume (PWRs and BWRs) is increased (Figs. 5-6). Of 

these total dose values, neutron contribution is much larger than that of gammas – more than 20 

times. The source strength, core surface radiation flux and core surface radiation dose values vary 

linearly with thermal power values for PWRs and BWRs for both gamma photons and neutrons. 

Of course, the neutron contribution to the core surface radiation dose is larger than that of 

gammas. The results of this study could be used for estimation of biological shield of any nuclear 

power plant. 
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ABSTRACT 

A model of the multi-junction ac Josephson effect and its behaviour in parallel connection have been discussed. 

The effects of addition of two or more Josephson junctions have been investigated analogous to interference and 

diffraction phenomena in optics. Due to the addition of multi Josephson junction, the resultant current amplitude 

behaves like interference and diffraction phenomena in the absence and in the presence of the magnetic field. 

Finally, the possible applications of such phenomena associated with superconducting devices are suggested. 

 

Keywords: AC Josephson effect, Interference and Diffraction Phenomena, Superconducting 

devices. 

 

1. INTRODUCTION 

A Josephson junction is a combination of two superconducting material layers separated by a thin 

layer of a non-superconducting material like, insulator, metal, etc. The Josephson effect is an 

interesting phenomenon in superconductivity and becoming a great research interest in science and 

technology [1, 2]. Many superconducting devices, like SQUID (superconducting quantum 

interference device, consist of one or two Josephson junctions), high-frequency oscillator, voltage 

standards, terahertz wave emission, ultrafast switching computer elements, etc., have been 

developed based on this effect [3-5]. Mainly there are two types of Josephson effects in 

superconductor, viz., dc and ac Josephson effect. The ac Josephson effect (the effect due to 

Josephson junction in presence of applied voltage) is responsible for the above mentioned types of 

superconducting devices. Here, to avoid complexity, the parallel combination of the ac Josephson 

junction has been taken. For parallel connection, the resultant current will simply be the vector 

sum of the current in each junction. If dc voltage V is applied to a Josephson junction, an 

alternating supercurrent of frequency VeJ )/2(   ( e2 - a Cooper pair charge, 2h  is 

Planck’s constant) flows through the junction which is given by 

 

  sin0   tII J       (1) 
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where, I0 is the maximum current flowing through the junction and )( 21    is the phase 

difference across the junction of superconductors S1 sand S2, schematically shown in  

Figure 1. 

 

 

 

 

 

 

 

 

 
Fig. 1. Schematic diagram of ac Josephson junction. Both electrodes are connected to an external 

conventional circuit. 

 

The effects of addition of two or more Josephson junctions (called multi-junction) have been 

investigated analogous to interference and diffraction phenomena in optics. Here, we have 

explained the amplitude and the intensity of the resultant current with the increasing number of 

junctions. In the following sections, a theoretical model is proposed for the addition of two or 

more ac Josephson junctions connected in parallel, which has been discussed in absence and 

presence of magnetic field. 

 

2. THEORETICAL MODEL 

Let us consider two ac Josephson junctions connected in parallel with an applied voltage (V) as 

shown Figure 2. 

 

Fig. 2. Schematic diagram of two parallel Josephson junctions with a constant dc voltage (V). 
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Suppose the expressions for current I1 and I2 through the parallel Josephson junctions I and II, are 

respectively as follows: 

 )(

011

 


ti JeII     (2) 

and   
 )2(

022

 


ti JeII      (3) 

where, I01 and I02 be the maximum current flowing through the junctions I and II, respectively;  

and 2 be the phase differences across the junctions I and II, respectively. For each junction, 

VeJ )/2(  represents the Josephson frequency of oscillation of the ac current. 

The resultant current can be written as 

 )2(
02

 )(
01  

 


titi JJ eIeII  

 2
0201 ) (   

tiii JeeIeI
        (4)      

Considering identical junction (I01 = I02 = I0) and after some mathematical exercises, the resultant 

current due to ac Josephson effect for two junctions can be expressed as: 

) ( 2 
0

 iiti
eeeII J   

 )2/3sin()2/cos(2  0   tI J       (5) 

For convenience, we have taken imaginary part for the resultant current. The above formulation 

can be extended for more than two junctions. Let us proceed for N number of identical Josephson 

junctions, as shown in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Schematic diagram of N number of parallel Josephson junctions with a constant dc voltage (V). 
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The resultant current can be written as 
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This is the resultant current for multi-junction ac Josephson effect in superconductors. It can be 

noted that for N = 2, the Equation (6) resembles to Equation (5) for two identical Josephson 

junctions in parallel connection, which supports our assumption. 

In presence of magnetic field, an additional condition should be required for phase and flux [6, 7], 

like 

 0,1.2,...n n,2 
2

 
0



 


J                   (7) 

Here, )2/(0 ehc  is a quantum of flux and J is the flux due to the addition of Josephson 

junctions in presence of a magnetic field. In terms of Equation (7), the Equation (6) now can be 

written as 

 -n)1(sin

-nsin

-nsin

  I  
0

0

0

0



























































































 





Nt

N
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This is the resultant current for multi-junction ac Josephson effect in presence of magnetic field. 
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3. NUMERICAL RESULTS AND DISCUSSION 

For numerical analysis, we have introduced the concept of intensity of current in comparison to the 

intensity of light waves. As the light intensity is equal to the square of the amplitude, the 

amplitude for two Josephson junctions (Equation 5) and hence the intensity can be expressed as 

  2/cos4 22
0 I                                       (9) 

which is similar to interference phenomena of light waves observed in Young’s double slit 

experiment.   

 

 

Fig. 4. Plots of (a) Intensity versus phase in absence of magnetic field, (b) maximum I/I0 versus phase in 

absence of magnetic field, (c) Intensity versus /0 in presence of magnetic field and (d) maximum I/I0 

versus /0 in presence of magnetic field for two Josephson junctions in parallel. 
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Now facilitating Equation (6), the intensity of current for N (> 2) identical Josephson junctions can 

be written as  

 
 

 
2/sin

2/sin
  

2

2
2
0



N
I                (10) 

which is quite similar to diffraction phenomena in optics.  

 

 

 

Fig. 5. Plots of (a) Intensity versus phase in absence of magnetic field, (b) maximum I/I0 versus phase in 

absence of magnetic field, (c) Intensity versus /0 in presence of magnetic field and (d) maximum I/I0 

versus /0 in presence of magnetic field for three Josephson junctions in parallel. 
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In presence of magnetic field with the aid of Equation (8), the intensity of current can be expressed 

as 
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I                 (11) 

We have considered N = 2, 3, 4 and 5 identical Josephson junctions for numerical analysis for 

convenience. The results for intensity and maximum current are shown in  

Figures (4-7), in absence and presence of magnetic field, respectively. The Figures depict the 

variation of intensity and current with phase and flux.  

 

Fig. 6. Plots of (a) Intensity versus phase in absence of magnetic field, (b) maximum I/I0 versus phase in 

absence of magnetic field, (c) Intensity versus /0 in presence of magnetic field and (d) maximum I/I0 

versus /0 in presence of magnetic field for four Josephson junctions in parallel. 
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For N =2, it can be considered as the interference phenomena of light as in Young’s double slit 

experiment (Figure 4). Whereas, for N = 3, 4 and 5, it can be considered as the diffraction 

phenomena in 3 slits (one secondary maxima between principal maxima), 4 slits (two secondary 

maxima between principal maxima) and 5 slits (three secondary maxima between principal 

maxima), respectively (Figures 5-7). The numerical results (Figures 5-7) are comparable with the 

experimental results see in references [8, 9]. 

 

Fig. 7. Plots of (a) Intensity versus phase in absence of magnetic field, (b) maximum I/I0 versus phase in 

absence of magnetic field, (c) Intensity versus /0 in presence of magnetic field and (d) maximum I/I0 

versus /0 in presence of magnetic field for five Josephson junctions in parallel. 
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junctions. Hence, the multi Josephson junction in parallel connections may be interesting 

contender for further study to find applications in superconductor devices. Besides, the power is 

directly proportional to the square of the amplitude and the amplitude increase with increasing 

number of junctions. Hence, a multi Josephson junction is capable of producing enhanced 

emissive power [10] in terahertz and sub-terahertz frequency ranges. The model of multi-junction 

ac Josephson effect may play an important role in the development of future device like power 

amplifier [11] as well as power converter used in superconductor technology. 

 

4. CONCLUSIONS 

A model for multi-junction ac Josephson effect in superconductor, in the presence and absence of 

a magnetic field, is proposed. The theoretical model draws the analogy between Josephson 

junction effect and optical phenomena in superconductor. The addition of two parallel Josephson 

junctions behaves as Young’s double slit experiment, whereas it behaves as diffraction phenomena 

in optics for junction more than two. The observed phenomenon is owing to firstly, quantum 

coherence, indicating the coherent nature of Cooper pair waves in Josephson junction and 

secondly, increasing number of junctions in Josephson effect and number of slits in optical 

experiments. Finally, this model of multi-junction ac Josephson effect could be an important tool 

in further development of device in superconducting technology. 
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